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FOREWORD

The Human Factors Technical Area is concerned with the human re-
source demands of increasingly complex battlefield systems used to
acquire, transmit, process, disseminate, and utilize information.
Research in this area is focused on human performance and interactions
within command and control centers, as well as issues of system de-
velopment. It is concerned with such areas as topographic products
and procedures, tactical symbology, user-oriented systems, information
management, staff operations and procedures, and sensor systems inte-
qration and utilization.

One area of special interest involves the development of com-
puter software to support battlefield automated systems. Software
development is a human process which is costly, inaccurate, and not
well understood. The present report provides an extensive compilation
of literature in the area of human factors aspects of software devel-
opment; it was developed as a source document supporting human factors
research in this area. This report is a part of e larger effort to
develop a conceptualization of the programming process as a basis for
identification and resolution of behavioral bottlenecks in software
development. Efforts in this area are directed at improving accuracy
and productivity in programming through the design of procedures,
methods, and job aids to enhance programmer performance.

Research concerned with human factors in software development is
conducted as an in-house effort augmented contractually by organiza-
tions selected as having unique capabilities and facilities. The
present research was conducted in collaboration with personnel from
Science Applications, Inc., under contract DAHC 19-76-C-0040. The
effort is responsive to requirements of Army Project 2Q762725A778,
and to general requirements expressed by mem:bers of the Integrated
Software Research and Development Working Group (ISRAD).
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INTRODUCTION

The development of software for computer systems is a little-
understood,, labor-intensive activity. Computer software is devel-
oped by people, by systems analysts, software designers, and pro-
grammers, yet little is known about the individual and group processes
whereby software is produced. The study of human factors in software
production is a relatively new area to both psychologists and com-
puter scientists; research Investigating human performance in pro-
gramming tasks has been published in widely scattered journals of
psychology and computer science, books, and technical reports.

This bialiography was compiled to bring together in a single
reference document literature from many sources related to behavioral
aspects of the software development process. It is intended to pro-vide an information source for psychologists, computer scientists,
and other persons interested in the human factors of software

production.

SCOPE OF THE BIBLIOGRAPHY

Software development, for the purpose of this bibliography,
encompasses all phases of the process, including reqtirements analy-
sis, software design, programming, coding, debugging testing, evalu-
ation, and maintenance. The literature of concern deals with the
processes of software development, including hLrdn performance in
software design and programming tasks as well as with the human
factors aspects of the tools and programming languages used by soft-
ware developers. Literature dealing -iith the selection, training,
and management of computer personnel is also included. wowever,
papers dealing with software development, but lacking clear human
factors results or dibcussion have been excluded. The bibliography
provides comprehensive, although not exhaustive, coverage of the
literature in the field through the end of 1977. Some articles
have been included which were published in 1978.

The bibliography is supplemented by four reference lists which
appear at the front of the document. In general, items on these
reference lists are not cited in the bibliography. For the user of
this bibliography who is new to human factors in software develop-
ment, the first two lists provide a core of references to acquaint
the user with software engineering and with related human factors
research. The third reference list consists of the fifteen-volume
Structured Programming Series. These reports, prepared by IBM for
the Army and Air Force, provide background informaLion and standards
for the implementation of structured programming methodology using
high order languages. Finally, the references to the DoD software
program trace the development of the High Order Languagi Program
and the Defense System Software Management Program.
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ORGANIZATION OF THE BIBLIOGRAPHY

This bibliography consists of three parts: the four supplemental
reference lists, the 478 literature citations and abstracts, and the
literature indexes.

A typical bibliographic entry is shown in Figure 1, which iden-
tifies the components of the entry. The citation format follows the
standards of the Publication Manual of the American Psychological
Association (Second Edition) with one exception: both month and year
of publication may bo noted tc make the document easier to locate.
Where the same article appeared in multiple sources, the source thought
to be more readily available (such as a journal article rather than
company technical report) is generally given first.

The majority of the entires include an abstract. Where the ab-
stract was unavailable but the document warranted inclusion, the ci-
tation appears without the abstract. Many different abstract styles
and formats may be noted by the user of this bibliography; where
available, author abstracts were used with no changes made, noted
with "(A)" following the abstract. If the abstract appeared with
the original document but was written by someone other than the au-
thor, it is noted by "(0)" after the abstract. Abstracts written
•y ••,1e bibliography authors are noted with their initials.

Four different classes of indexes are provided for the documents
included in this bibliography: an author index, three document source
indexes, an institutional affiliation index, and a subject index. The
indexes direct the user to citations by document number, not by page
number. The document source index consists of three groups, journals,
proceedings, and agencies. Most documents within th" bibliography
are indexed by only one or two subject terms. Some index terms are
admittedly broad, but the user is referred to additional index cate-
gories which are related.

A
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35 OSTATISTICS ON USE OF INTERACTIVF DE9UGGING FACILITIES
0 BOIES, S.J., & SPIEGEL, M.F. A BEHAVIORAL ANALYSIS OF PROGRAPmING: ON THE USE

Or I4TERACTIVE DEBUGGING FACILITIES (TECHNICAL REPORT RC-G44U). YORKTOWN
HtlGHTS, NEW YORK: 19 QATSON RESEARCH CENIER, AUGUST 1973.W(NTIS NO. AD
772127)

D* CRIPTION:
84EASUREVENT AND ANALYSIS OF U§ER DEBUGGING BEHAVIOR 0N PRESENT INTERACTIVE

SYSTEMS CAN LEAD TO AN UNDEPSTANDING OF NOW FUTURE INTERACTIVE SYSTEMS

SHOULD BE IMlPLEMENTED. THIS STJDY PRESENTS BOTH AN ANALYSIS OF THE ON-LINE
USAGE OF THE TSS/360 PROGRAM CONTROL SYSTEM (PCS) AS WELL AS THE RESULTS OF
A G'%ESTI0N.4AIRE DESIGNED TO PROBE THE PCS K4OWLEDGE OF THE POPULATION OF
USERS OF THAT S'STEM. THE QUESTIOURAIRE RESPONSE POPULATION TENDED TO BE
DIVIDED INTO THPEE COMPETENCE GROUPS, THE HIGHEST OF WHICH CONSISTED IOSTLY
OF SYSTE:' S'JPPORT PERSCNNEL AND ASSEM.BLER LANGUAGE PROGRAMPEPS. THE ON-LINE
USAGE ANALYSIS SHOWED THAT PCS COMMANDS ACCOUNTED FOR 7.2 PERCENT OF ALL
CO4'4AtJOS ENTERED BY PROGRANMEPS. PCS WAS USED PARELY TO MCLIFY THE'LOGIC OF

A PRnGRAI, BUT 14AS USED AS A PROGRAM VARIABLE ItNPUT/OUTPUT :YSTEM. IT WAS
CONCLUDED THAT THE U4DERSTANDING OF THE iNTERACTIVE DEBUGGING-PROCESS MUST
CO4E FROM THE PERSPECTIVE OF THE ENTIRE SYSTEM, AS UP TO 5C PERCENT OF THE
OEt'SGING EFFORT IS SPENT ON TASK AUD D'ýTA MANAGEPENT. FIVE CRITICAL
FEATURES OF AN EFFECTIVE INTERACTIVE PROGRAMMING SYSTEM ARE OUTLINED. (A)G

0 25p, 12R.06

1. Document number 5. Abstract
2. Subject heading 6. Abstract source
3. Reference citation 7. Number of pages in article
4. NTIS accession number 8. Number of references in article

Figure 1. Sample bibliographic entry
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stitute for Defense Ana'yses, R-195, January 1974.

Reich, E. T. Tactical Computer Software Acquisition and Maintenance
Staff Study. Office of the Assistant Secretary of Defense, Washington,
DC. October 1973.

Report of the AkVy Scientific Advisory Panel Ad Hoc CoNmiittee for Army
Tactical Data System Software Development, Army Scientific Advisory
Panel, Washington, DC, October 1974.

.oehm, B. W. & Haile, A. C. Inforration Processing/Data Automation
Implications of Air Force Command and Centrol Requirements in the
1980s (CCIP-85). Executive Summary (Revised Edition), USAF Space
and M!ss~le Systems Organization, Los Angeles, CA, SANSO TR72-122,
February 1972.

Information Processing/Data Autimation Implications of Air Force Command
and Control Requirements in the 1980s (CCIP-85). Volume I. High-
lights, USAF Space and Missile Systems Organization, Los Angeles, CA,
SAMSO TR 72-141, April 1972.

The CCIP-85 study also produced ten supporting volumes:

Volume II Command and Control Requirements: Overview
Annex A: Strategic Requirements
Annex B: Air Defense Requirements
Annex C: Tactical Requirements

Volume III Conurind and Control Requirements: Intelligence

Volume IV Technology Trends: Software

Volwue V Technology Trends: Hardware

Volume VI Technology Trends: Sensors

Volume VII Technology Trends: Integrated Design

Volume VIII Interservice Coordination Trends

Volume IX Analysis

Volume X Current Research and Development

Volume XI Roadmaps

'; 3



Project Pacer Flash--Volume I. Executive Study and Final Report,
Air Force Logistics Cogmmand, Wright-Patterson AFB, OH, September
1973.

Fisher, D. A., Jr. Automatic Data Processing Costs in the Defense
Department. Arlington, VA: Institute for Defense Analysis, IDA-P-
1046, October 1974.

A Report on Aif Force Logistics Command Operation Flight Program Support.
Santa Monica, CA: System Oevelopment Corp., TM-5439/000/00 and
1TM-5439/001/00, December 1974.

Proceedings of the AeronaL;tical Systems Software Workshop (Draft).
Air Force Systems Command, Washington, D.C., April 1974.

Proceedings of a Symposium on the High Cost of Software. September
17-19, 1973. Menlo Park, CA: Stanford Research Institute, SRI
Project 3272, September 1973. (AD 777121)

Summary Notes of a Government/Industry Sizing and Costing Workshop,
Electronic Systems Division, Hanscom AFB, MA, February 1975.
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PROGRAMNING
AbRANS, P.S. PROGRAM WRITING, REWRITING, AND STYLE. IN P. GJERLOV, H.J.
HELMS, % J. NIELSEN (EDS.), APL CONGRESS 73: PROCEFDINGS OF THE APL CONGRESS
73. NEW YORK: AMERICAN ELSEVIER PUBLISHING CO., 1973, 1-8.
DESCRIPTION:

THIS PAPER DISCUSSES THE PROCESSES AND PROBLEMS OF WRITING AND ESPECIALLY
OF REWRITING PROGRAMS. REWRITING IS DEFINED AS DERIVING A NiW PROGRAM
USING THE SAvE ALGORITHM AS THE ORIGINAL. T1?ERE ARE SEVERAL REASONS FOR
REWRITING A PROGRAM -- TO ATTEMPT TO OPTIMIZE IT, TO SIMPLIFY IT, OR TO
PUT IT IN A FORM THAT IS EASIER TO UNDERSTAND. THIS PAPER TRACES THE
EVOLUTION OF A PROGRAM THROUGH SEVERAL REWRITING STEPS. FCR THE MOST
DART, THESE REFINEMENTS ARE BASED ON A FORMAL ANALYSIS CF THE PROGRAM TEXT,• ALTHOUGH KNOWLEDGE OF THE SPECIFIC PROBLEM AND THE BEHAVIOR OF THE ALGORITHM

ARE LSOUSE ATSEVRALPOINTS, (PEA)
SP, 4R.

2 TIME-SHARING VERSUS BATCH PROCESSING
ADAAS, J., & COHEN, L. TIME-SHARING VS. INSTANT BATCH PROCESSING: AN EXPERIMENT
IN PROGRAMMER TRAINING. COMPUTERS AND AUTOMATION, MARCH 1969, 18(3), 30-34.
DESCRIPTIOK:

EIGHT STUDENT PROCRAMMERS STUDIED FORTRAN FOR TWO WEEKS, ONE WEEK USING A
CRT-BASED TIME-SHARING SYSTEM AND ONE WEEK USING "INSTANT BATCH", IN A
COUNTEREALANCED REPEATED-MEASURES DESIGN. PECAUSE OF LARGE INDIVIDUAL
DIFFERENCES, 4O SIGNIFICANT DIFFERENCES IN OBJECTIVE MEASURES hERE DETECTED.
IN 011ESTIONNAIRE RESULTS, HOWEVER, THE STUDENTS INDICATED A STROK PtEFERENCE
FOR THE BATCH MODE. GIVEN A CHOICE, ALL STUDENTS USED THE PATCH sYSTEM FOR
THE REPAINDER OF THE SUPPE'. (HRR)
SP, SR.

j3 DFUGGING
AKYYAAA, F. AN EXAMPLE OF SOFTWARE SYSTEM DEBUGGING. PROCEEDINGS ':; THE IFIP
CONGRESS, 1971, 353-359.
DESCRIPTION:

IN THE SOFTwARE DEVELOPPENT PROCESS, THE FROGRAMMING AND DEBUGG'NG STAGE OF
A PPOGRAV COOES LAST, I.E., IPPEDIATFLY dEFORE DELIVERY, AND THE NUMBER OF
-UGS TO 4E FOUND THLE IS QUITE UNPREDICTABLE BEFOREHAND, INIS IS THE
REASON WHY THE PLANNED PROCESS IS DISTURBED AND THE DELIVERY TIME DELAYED
IN SO MANY CASES. IN ORDER TO AVOID THE DELAY IN SCHEDULE, IT IS NECESSARY
TO PREDICT QUANTITATIVELY THE NuMBER OF FUGS AND. ALSO, THE MAN4OURS
r.ECESSARY FOR DEBUGGIN6. THE 1UMBER OF rPUGS MAY BE ESTIPATED FASED ON THE
IATUqt OF A PROGqAA. HENCE, PY CAREFULLY STUDYING A GENERAL FLO6 CH:PT
5UNING THE DETAILED DESIGNING OF SOFTWARE, WE CAN PQFDIC T TPE NUNPER OF 6UGS
IN THE SYS'EM, AND DECIDE O% THE NUFRE CF CHECK POINTS TO AF MADE DURI.AG
THE PROCESS AND, CONSEQUENTLY, THE PA44PURS NECESSARY. CA)?P, -R.

SPROGRA41PING LANG'JAGES
ALEXArDEk, W.G. POW A PROORAM-ING LANGUAGE IS USED (TECHNICAL REPORT CSRG-I).
TORaNTO, ONTAkIO* CANADA: UNIVERSITY OF TORONTO, CCPPUTER SYSTFPS RESEARCH
GR-UP, FEBRUARY 197Z.
DESCRIPTION:

AN E"PIRICAL STUDY OF PROGRAMS d#ITTtN IN XPL WAS CARRIED OUT VITH THE AIM
OF DETERINING PROPERVIES OF PeTH VHE LANGUAGE ANP THE OPJECT PACHIE, THE
S/Sbt. THE INFORRATIO4 GATHE*ED 1Y EXAmINING A bET OF TYPICAL XPL PROGRAMS
JAS MSED TO 5U;GEST IMPwOVF"Eh!S T) THE DESIGN OF XPL, TO THE COMPILER
FOR XPL, AID fO THE S/36%. IN ADDITTOW, A PROFILE GENERATOP FOR XPL
PPOGP40S WAS DEVELOPED AND ILLVSTRAIED, A P(VWfRFUL PROGRAPPING TOOL, IT
ENAIlleS AN XPL PROGRkAREP to CLEARLY SEE WHERE fXECUTION TIrE IS SPENT IN
"" ;ROGRAM (A



5 PROGRAMMING
ALSPAUGN, C.A. IDENTIFICATION.OF SOME COMPONENTS OF COMPUTER PROGRAMMING
APTITUDE. JOURNAL FOR RESEARCH IN MATHEMATICS EDUCATION, 1972, 3, t9-98.
DESCRIPTION:

AN EXPERIMENT UAS CONDUCTED TO DETERMINE THE EXTENT THAT THE TMURSTONE
TEAPERAMENT SCHEDULE, THE IBM PROGRAMMER APTITUDE TEST, THE VATSON-GLASER
CRITICAL THINKING APPRAISAL, THE SCAT QUANTITATIVE AND VERBAL SUBTESTS,
AN* MATHEMATICAL BACKGROUND CORRELATE WITH A MEASURE OF PROGRAPPING
PROFICIENCY (TEST SCORES) IN AN INTRODUCTORY COMPUTER SCIiNCi COURSE USING
9ASIC ASSEMYLY LANGUAGE (SAL) AND FORTRAN, NO SIGNIFICANT DIFFERENCES
dERE OBSERVED BETWEEN BAL AND FORTRAN ON EITHER THE PROFICIENCY MEASURE
OR THEIR CORRELATIONS WITH THE INDEPENDENT VARIABLES STUDIEO. THE
MATHEMATTCAL BACKGROUND OF A STUDENT WAS THE MAJOR PREDICTOR OF
PERFORMANCE. THE MORE SUCCESSFUL STUDENTS ALSO TEkO TO HAVE LOW LEVELS OF
"IMPULSIVENESS" AND "SOCIABILITY" AND A RELATIVELY HIGH LEVEL OF
"REFLECTIVENESS" AS MEASURED BY THE THURSTONE TEKPERAMENT SCHEDULE. (AEA)
lOP, 9R.

6 SOCIAL I1PACTS OF COPUTING
Ah•ERSON, R.E. VALUE ORIENTATION OF COMPUTER SCIENCE STUDENTS. COMMUNICAYIONS
OF ThZ ACM, 1978, 21, 219-225.
DESCRIPTaZV:

TECHNOL(GICAL AND NON-tECHNOLOGICAL VALUE ORIENTATIONS ARE INVESTIGATED WITH
SPECIAL ATTENTION TO THE COMPLEXITY OF VALUE STRUCTURES. COPPUTER SCIENC:.
STUDENTS, WHO ARE CLOSELY ASSOCIATED WITH TECHNOLOGY, CONTRAST WITH SOCIAL
SCIECE STUDENTS, WHO ARE OFTEN TECHNOLOGICALLY ALOOF. THIS IS CONtIRMED
4T THE VALUE RATINgS OF 313 STUDENTS AT THE UNIVERS:TY OF PINNESOTA IN 1972.
COPIPUTER SCIENCE MAJORS WERE FOUND TO HAVE A MORE COPPLEX VALUE STRUCTURE
THAJ SOCIAL SCIE14CE MAJORS. (A)
7P, 29R.

7 PROGRAqMI4NG
ARPLASTER, A. SOME MEASURES OF INFORMATION APOUT PROGRAM STATES. IN E. MORLET

.4, RIHbES (EOS.), INTERNATIONAL COMPUTING SYMPOSIUM. NORTH HOLLAND
PU'ILISHING COMPANY, 1977, 183-19C.
DESCRIOTION:

SOME WEASURES OF 14FORMATIO% AROUT T4E SERAt*TIC STATE OF PROGRAMS ARE
CONSIDERED. A METHOD FOR DEFINING MEASURES FOR A VARIETY OF DATA TYPES IS
FIRST DISCUSSED, THEI SOME M0EASUqES OF THE RELATIONSHIP BETWEEN TESTS AND
ACT104S 14 CONDITIONALS ARE £XA4INED. (A)
ip, 29R.

STRUCTURED PROGRAM.dING
ATK!NStIN, G. THE NON-DESIRARILITY OF STRUCTURED PROGRAIPING IN USER LANGUAGES.
SIGPLAU NOTICES, JULY 1977, 12(7), 43-5.
DESCRIPTION:

THE APPLICABILITY OF STRUCTUPED PROGRAMMING CONCEPTS IN THE DESIGN OF
SPECIAL-PURPOSE LANGUAGES FOR THE NONPROGRAMIPNG "CASUAL USER* IS EXAMINED.
DESIGN CRITERIA FOR A CASUAL USER LANGUACC #PC PRESENTED ALONG WITH A MODUS
IPEPANDI (THE 4:5f. JIDAY APPPOACH) FOR DEVELOPING "NATURAL NOTATIONS"
4HIC4 ARE EASILY LEARNED AND USED. AN EXAMPLE OF A CASUAL USER LANGUAGE IS
•PESENTED ALONG WITP EVIDENCE THAT, FOP THE CASUAL USER, THE ABILITY TO
4RITS OR EVEN RECOGNIZE A WLLL-STRUCTUREn PPOGRAP IS AN UNNECESSARY BURDEN.
(A)
1P, Re



9 PROCRAM DEBUGGING
ATWOOD, K.E., & RAMSEY, H.R. COGNITIVE STRUCTURES IN THE COMPREHENSION AND
MEMORY OF COMPUTER PROGRAMS: AN INVESTIGATION OF COMPUTER PROGRAM DEBUGeING
(TECHNICAL REPORT TR-78-A21)o ALEXANDRIA, VIRGINIA: U.S. ARMY RESEARCH
INSTITUTE FOR THE BEHAVIORAL AND SOCIAL SCIENCES, AUGUST 1978.
DESCRIPTION:

A THEORETICAL FRAMEWORK, BASED UPON RECENT STUDIES IN COGNITIVE PSYCHOLOGY
ON MEMORY FOR TEXT, WAS DEVELOPED TO EXPLAIN CERTAIN ASPECTS OF HUMAN
BEHAVIOR DURING COMPUTER PROGRA4 COMPREHENSIOk AND DEBUGGING. A CENTRAL
CONCEPT OF THIS FRAMEWORK IS THAT THE INFORMATION CONTAINED IN A PROGRAM IS
REPRESENTED IN A PROGRAMMER'S MEMORY AS A CONNECTED, PARTIALLY ORDERED LIST
(HIERARCHY) OF "PROPOSITIONS" (UNITS Of INFORMATION WITH PROPERTIES SIMILAR
TO THOSE OIISERVED IN RESEARCH ON TEXT MEPORY). AA EXPERIMENT WAS PERFORMED
TO TEST THE HYPOTHESIS THAT THE DIFFICULTY IN FINDING A PROGRAM BUG IS A
FUNCTION OF THE PUGIS LOCATION IN THIS HIERARCHY. 1HIS EXPFRIMENT COMPARED
THE EFFECTS OF RUG LOCATION, PUG TYPE (ARRAY, ITENA'7O14, ASSIGNMENT) AND
SPECIFIC PROGRAM. EACH OF 48 SUBJECTS DEBUGGED TWO SEPARATE PRGARAMS, WITH
ONE TYPE OF RUG AT TWO DIFFERENT HIERARCHICAL LFVELS IN EACH PROGRAM.

A PRELIMINARY ANALYSIS SUGGESTED THAT ALL THREE iACYORS -- PROGRAM,
BUG TYPE, AND BUG LOCATION -- SIGNIFICANTLY AFFECTED THE TIME REQUIRED TO
LOCATE PROGRAP 2U6S. DETAILED ANALYSES, HOWEVER, SUGGESTED THE PROGRAM AND
BUG TYPE VARIABLES COULD BE EXPLAINED IN TERMS OF THE BUG LOCATION VARiASLE
AND THAT A BUG'S LOCATION IN A PROGRAM'S UNDERLYING PROPOSITIONAL HIERARCHY
IS A PRINCIPAL FACTOR AFFECTING PERFORMANCE IN A COMPREHENSION AND DEBUGGING
TASK. (A)

1" JO SATISFACTIOP
AWAD, E.M. JOB SATIFACTION AS A PREDICTOR OF TENURE. COMPUTER PERSONNEL,
197?, 7(1-2), 7-11.

11 ERRORS
"BAILEY, R.w., DEMErS, S.T., & LEnOWITZ, A.I. HUMAN RELIABILITY IN COMPUTER-
BASED alUSINESS !NeORMATIO% SYSTEMS. IFEE TRANSACTIONS ON RELIABILITY, AUGUST
1973, R-22(3), 14C-148.

12 PROGRAMMING GROUPS
BAKER, F.T. CHIEF PROSRAMMER TEAA IANAGENENT CF PRODUCTION FPROGRAPPING. IBM
SYSTEMS JOURNAL, 1972, 11, 56-73.

13 STRUCTURED PROGRAMMING
BAKER, F.T. SYSTEM QUALITY THROUGH STRUCTURED PROGRAMPING. AFIPS CONFERENCE
PROICEEDINGS, 1972, 41, 339-343.
DESCRIPTION

EXPERIENCE IN DEVELOPMENT A4D MAINTENANCE OF V.ARGE COMPUTER-bASE SYSTEMS
FOR GOVERNMENT AND INDUSTRY HAS LED THE IPF FEDERAL SYSTEMS DIVISION TO THE
FORMULATIO4 OF A NE6 APPROACH TO PRODUCTION PROGRAMMING. THIS APORGACH,
WHICH COUPLES A NEW KIND OF PROGRAMMING ORGANIZATION (A CHIEF PROGRAMMER
TEA4; WITH FORMAL TOOLS FOR USING STRUCTURED PROGRAMPING IN SYSTEM
DEVELOPP.ENT, WAS RECENTLY APPLIED ON A CONTRACT WITH THE NEW YORK TIVES FOR
AN ONLINE INFORMATION SYSTEM. COMPARED TO EXPERIENCE ON SIPILAR CONTRACTS
IN THE PAST, THE APPROACH RESULTED IN INCREASED PROGRAMMER PRODUCTIVIT7
COUPLED WITH IMPROVED QUALITY. FOLLOWING A BRIEF DESCRIPTION OF THE SYSTEP
AND A REVIEW OF THE APPROACH, THIS PAPER DISCUSSES THE QUALITY CF THE SYSTEM
AS ObSEFVED DURING A THOROUGH ACCEPTANCE TEST AND IN THE INITIAL PERIOD OF
OPERATION FOLLOV:ING ITS DELIVERY. (A)
SP, 7Rc.
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14 STRUCTURED PROGRAMMING
RAKER, F.T. STRUCTURED PROGRAMMING IN A PRODUCTION PROGRAMMING ENVIRONMENT.
IN PROCEEDINGS, 1975 INTERNATIONAL CONFERENCE ON RELIABLE SOFTWARE. SIGPLAN
SdOICES, JUNE 1975, 10(6), 172-185 (ALSO IEEE TRANSACTIONS ON SOFTUARE
uNGINEERING, 1975, SE-1, 241-252).
DESCRIPTION:

THIS PAPER DISCUSSES HOW STRUCTURED PROGRANMING METHODOLOGY HAS BEEN
INTRODUCED INTO A LARGE PRODUCTION PROGRAMMING ORGANIZATION USING AN
INTEGRATED BUT FLEXIBLE APPROACH. IT NEXT ANALYZES THE ADVANTAGES AND
DISADVANTAGES Of EACH COMPONENT OF THE METHODOLOGY AND PRESENTS SOME
QUANTITATIVE RESULTS ON ITS USE. IT CONCLUDES WITH RECOMMENDATIONS BASED
ON THIS GENERALLY SUCCESSFUL EXPERIENCE, WHICH COULD BE USEFUL TO OTHER
ORGANIZATIONS INTERESTED IN IMPROVING RELIABILITY AND PRODUCTIVITY. (A)
14P. 18R.

15 SYSTEM REQUIREMENTS DEFINITION
BALZER, R., GOLDMAN, N., & WILE, D. INFORPALITY IN PROGRAM SPECIFICATIONS
(TECHNICAL REPORT NO. ISIIRR-77-S9). MARINA DEL REY, CALIFORNIA: UNIVERSITY
OF SOUTHERN CALIFORNIA, INFORMATION SCIENCES INSTITUTE, APRIL 1977,
(NTIS NO. AO A041669)
DESCRIPTION:

THiS '"PD IS CONCERNED PRIMARILY WITH (1) THE PROCEDUPE BY WHICH PROCESS-
ORIENTED SPECIFiCAT'ONS ARE OBTAINED FROM GOAL-ORIENTED REQUIREMENT
SPECIFICATIONS AND (2) COMPUTER 6AZ• TOOLS FOR THEIR CONSTRUCTION. IT
rIRST DETEQMINES SOME ATTRIBUTES CF A SUITABLE POfFSS-ORIENTED
SPECIFICATION LANGUAGE, THEN EXAMINES THE REASOqS WHY SPECI;:CATIONS WOULD t

STILL HE DIFFICULT TO WRITE IN SUCH A LANGUAGE. THE KEY TO CVERCOMINb
THESE DIFFICULTIES SEEMS TO OE THE CAREFUL INTRODUCTION OF INFORMALITY
(I.E., PARTIAL, RAT4ER THAN COMPLETE, DESCRIPTIONS) AND THE USE OF A

COMPUTER-BASED TOOL THAT USES CONTEXT EXTENSIVELY TO COMPLETE THESE
DESCRIPTIONS 9URING THE PROCESS OF CONSTRUCTING A WELL-FORPED SPECIFICATION.
SOMF RESULTS OBTAINED BY A RUNNING PROTOTYPE OF SUCH A COMPUTER-BASED TOOL
3f4 A FE6 INFORMAL EXAMPLE SPECIFICATIONS ARE PRESENTED AND, FINALLY, SOME
OF THE TECHNIQUES USED BY THIS PROTOTYPE SYSTEM ARE DISCUSSED. (A)
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16 COMPUTER-ASSISTED INSTRUCTION
BARR, A., BCARD, M., 9 ATKINSON, R.C. A RATIONALE AND DESCRIPTION OF A CAI
PROGRAM TO TEACH THE BASIC PROGRAMMING LANGUAGE. INSTRUCTIONAL SCIENCE, 1975,
4, 1-31.
DESCRIPTION:

A BASIC INSTRUCTIONAL PROGRAM IS BEING DEVELOPED AS A VEHICLE FOR RESEARCH
IN TUTORIAL MODES Of COMPUTER-ASSISTED INSTRUCTION (CAX). SEVEKAL DESIGN
FEAYURES WILL BE APPROPRIATE TO TRAINING IW OTHER TECHNICAL AREAS ANO
APPLICABLE IN OTHER INSTRUCTIONAL SETTINGS WHERE TIlE DEVELUPMENT OF ANALYTIC
AND PROBLEM-SOLVING SKILLS IS A GOAL.

METHODS ARE INCORPORATED FOR MONITORIPG AND AIDING THE STUDENT AS HE
WORKS ON PROGRAMMING PROBLEMS IN THE BASIC LANGUAgE. THE INSTRUCTIONAL
PROGRAM DEVELOPED CAN BE USED TO INVESTIGATE SCHEMES FOR OFTIMIZING PROBLEM
PRESENTATION AND GIVING ASSISTANCE DURING PROBLEM-SOL',*NG BASED ON A MODEL
OF THE STUDENT'S ABILITIFS AND DIFFICULTIES. PREVIOUS EXPERIENCE IN THE
£NSTRUCTIONAL AND TECHNICAL ASPECTS OF TEACHING A PROGRAMMING LANGUAGE
INDICATES THAT A COURSE IN COMPUTER PROGRAMMING CAN BE DESIGNED TO HELP
THE STUDENT ACQUIRE PROGRAMMING CONCEPTS IN A PERSONALIZED AND EFFICIENT c
MANNER AS HE DEVELOPS SKILLS AT INCREASINGLY ADVANCED LEVELS.

THIS ARTICLE REPORTS ON WORK CURRENTL' IN PROGRESS AND BRIEFLY SUMMARIZES
OBSERVATIONS AND CONCLUSIONS BASED ON OPERATION DURING THE PILOT YEAR.

A MAJOR GOAL OF THE RESEARCH PROJECT IS TO INCREASE THE SOPHISTICATION
WZTH WHICH THE INSTRUCTIONAL PROGRAM MONITORS THE STUDENT'S WORK AND
RESPONDS TO IT WITH APPROPRIATE HINTS AND PROMPTS. ONE ASPECT OF SUCH WORK
IS THE UTILIZATION OF ALGORITHMS FOk CHECKING THE CORRECTNESS OF A STUDENT
PROCEDURE. LIMITED BUT SUFFICIENT PROGRAM VERIFICATION IS POSSIBLE THROUGH
SIMULATED EXECUTION OF THE PROGRAM ON TEST DATA STORED WITH EACH PROBLEM.
WITHIN THE CONTROLLABLE CONTEXT OF'INSTRUCTION, WHERE THE PROBLEMS TO BE
SOLVED ARE PREDETERMINED AND THEIR SOLUTIONS KNOWN, SIMULATED EXECUTION OFTHE STUDENT'S PROGRAM CAN EFFECTIVELY DETERMINE ITS CLOSENESS TO A STORED

MODEL SOLUTION. CA)

17 COPUTER-ASSISTED INSTRUCTION
2ARR, A., BEARD, M., & ATKINSON, R.C. THE COMPUTER AS A TUTORIAL LABORATORY:
THE SIA-*;!QO BIP PROJECT. INTERNATIONAL JOURNAL Of MAN-MACHINE STUDIES, 1976,
8, 567-596.
DESCRIPTION:

THE BASIC INSTRUCTIONAL PROGRAM 21P) WAS DEVELOPED TO INVESTIGATE
TUTORIAL MODES OF INTERACTION IN COMPUTEk-A*SqITED INSTRUCTION. BIP IS AN
INTERACTIVE PROBLEM-SOLVING LABORATORY THAT OFFEki TtTORIAL ASSISTANCE TO
STUDENTS SOLVING INTRODUCTORY PROGRAMMING PROBLEMS IN THE G:C LANGUAGE.
THIS PAPER DESCRIBES HOW THE PROBLEM PRESENTATION SEQUENCE IS INDIviZ tIZED
BASED ON A REPRESENTATION OF THE STRUCTURE OF THE CURRICULUM AND A MODEL OFTHE STUDENTIS STATE OF KNOWLEDGE. THE NATURE OF THE STUDENT-BIP INTERACTION
IS CAPTURED IN AN ANNOTATED STUDENT DIALOGUE ILLUSTRATING A TYPICAL SESSION.
(A)
32P, 2OR.

13 CHIEF PROGRAMMER TEAMS
9ARRY, B.S., & NAUGHTON, J.J. STRUCTURED PROGRAMMING SERIES (VOL. 10):
CHIEF PROGRAMMER TEAM, OPERATIONS DESCRIPTION: FINAL REPORT (TECHNICAL REPORT

* RADC-TR-74-300-VOL-1O). GRIFFISS AFB, NEW YORK: ROME AIR DEVELOPMENT CENTER,
JANUARY 1975. (NTIS NO. AD AG08861)
DESCRIPTION:

THIS TECHNICAL REPORT CONTAINS JOB DESCRIPTIONS FOR EACH MEMBER OF A CHIEF
PROGRAMMER TEAR. ALSO INCLUDED FOR RACKGROUND INFORMATION IS A DESCRIPTION
OF THE CHIEF PROGRAMMER YEAR APPROACH TO SOFTWARE DEVELOPMENT, A DESCRIPTION
OF THE TEAM COMPOSITION, AND RE4qER QUALIFICATIONS. (A)
53P, 5R.

I
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19 DATA PROCESSING PERSONNEL TURNOVER 1
BARTOL, K.M. FACTORS RELATED TO EDP PERSONNEL COMMITMENT TO fHE ORGANIZATION.
COMPUTER PERSONNEL, 1977, 7(3), 2-5. j
DESCRIPTION:

THIS PAPER INVESTIGATES THE RELATIONSHIP BETWEEN ORGANIZATIONAL COMMITMENT
AND FIVE DIMENSIONS OF JOe SATISFACTION, AS WELL AS THE RELATIONSHIP BETWEEN
COMMITMENT AND SEVERAL PERSONAL VARIABLFS, FOC A SAMPLE OF EDP PERSONNEL.
RESULTS SHOW A STRONG POSITIVE RELATIONSHIP BETWEEN 4OB SATISFACTION AND
ORGANIZATIONAL COMMITMENT FOR ALL FIVE SATISFACTION DIMENSIONS UNDER
INVESTIGATION. SEVERAL PERSONAL VARIABLES, POSITION LEVEL, YEARS WCRKING
IN THE COMPUTER FIELD, AND INCOME, ALSO WERE SIGNIFICANTLY RELATED TO
ORGANIZATIONAL COMMITMENT. (A)

2ý SOFTWARE PHYSICS
BAYER, R. A THEORETICAL STUDY OF HALSTEADIS SOFTWARE PHENOMENON (TECHNICAL
REPORT NO. CSO-TR-69). LAFAYETTE, INDIANA: PURDUE UNIVERSITY, DEPARTMENT OF
COMPUTER SCIENCE, MAY 1972.
DESCRIPTION:

IN A RECENT PAPER HALSTEAD PRESENTED THE HYPOTHESIS 7HAT THE LENGTH OF A
COMPUTER PROGRAM CAN BE DETERMINED FROM THE NUMBER OF DIFFERENT OPERATORS
AND OPERANDS USED IN THE PROGRAM. IN THIS STUDY SEVERAL FORMAL MODELS OF
PROGRAMS A4D PROGRAMMING ARE PRESENTED. THE FIRST MODEL (R) YIELDS A
PLAUSIBILITY ARGUMENT FOR HALSTEADIS HYPOTHESIS AND THE BASIS FOR THE
FOLLOWING MODELS (A,B,C). MODEL R SEEMS TOO DIFFICULT TO SOLVE, THUS
MODELS A, B, AND C ARE DEVELOPED AS SUCCESSIVELY CLOSER APPROXImATIONS TO
MODEL R. THEY ARE SOLVED EXPLICITLY OR BY MONTE CARLO APPROXIMATIONS.
THE RESULTS SUGGEST A POSSIBLE THEORETICAL EXPLANATION OF THE PHENOMENON
OBSERVED BY HALSTEAD. (A)
2zP, IR.

21 COMPUTER-ASSISTED INSTRUCTION
BEARD, N.H., & BARR, A.V. THE BASIC INSTRUCTIONAL PROGRAM STUDENT MANUAL
(SPECIAL REPORT 77-2). SAN DIEGO, CALIFORNIA: NAVAL PERSONNEL RESEARCH AND
DEVELOPMENT CENTER, 1976.
DESCRIPTION:

THE BASIC INSTRUCTIONAL PROGRAM (BIP) IS A "HANDS-ON LABORATORY" THAT
TEACHES ELEMENTARY PROGRAMMING IN THE BASIC LANGUAGE. THIS MANUAL IS THE
STUDENT'S MAIN SOURCE Of INFORMATION ABOUT THE BIP SYSTEM AND THE BASIC
LANGUAGE. THE MANUAL IS ORGANIZED AS A REFERENCE DOCUMENT AIMED AT STUDENTS
WITH NO PREVIOUS PROGRAMMING EXPERIENCE. SECTION I INTRODUCES THE STUDENT
TO THE COURSE ITSELF. SECTION I1 BEGINS WITH Al EXPLANATION'07 PROGRAMMING
IN GENERAL. DISCUSSIONS OF PROGRAMMING CONCEPTS SUCH AS INPUT AND VARIABLES
ARE FOLLOWED BY THE SPECIFICATIONS OF THE BASIC STATEMENTS USED TO IMPLEMENT
tHEPo. THE SYNTAX AND SAMPLE PROGRAMS ARE USED AS ILLUSTRATIONS. SECTION
!Il LISTS 5'40 EXPLAINS THE COMPANDS THAT CONTROL THE BIP SYSTEM. SOME ARE
IDENTICAL TO SlTAiýZn BASIC COMMANDS (E.G., RUN,LIST), AND OTHERS GIVE
ACCESS TO THE UNIQUE FEATuKE : ?TP- THE GLOSSARY LISTS ALL THE
SPECIALIZED TERMS USED IN THE MANUAL, EXPLAInZ TucIR USE BRIEFLY, AND
GIVES REFERENCES TO THE SECTIONS WHERE DETAILED INFOk!T2ON CAN BE FOUND.
(A)

22 COMMENTS
RECKMAn, A. COMMENTS CONSIDERED HARMFUL. SIGPLAN NOTICES, APRIL 1177,
12(), 94-96.
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23 PROGRAM COMPLEXITY
BELL, D.E., & SULLIVAN, J.E. FURTHER INVESTIGATIONS INTO THE COMPLEXITY OF
SOFTWARE (VOL. 2) CTECHIUCAL REPORT NO. MTR-2874). BEDFORD, MASSACHUSETTS:
MITRE CORP., 1975.

24 SOFTWARE ENGINEERING
BEMER. R.W. A SOFTWARE ENGINEERIS WORKSHOP: TOOLS AND TECHNIQUES. IN
INrOTECH INFORMATION LTD., SOFTWARE ENGINEERING. BERKSHIRE, ENGLAND: IN7OTECH
INFORMATION LTD., 1972, 273-286.
DESCRIPTION:

THfS PAPFR DESCRIBES THE PRODUCTION AIDS AND PRODUCTION I'THODS THAT WERE
INCORPO'.ATED INTO A SOFTWARE FACTORY. THE SOFTWARE SACTORS ORIGINATED IN
TWO PARTS: THE FIRST PART IS CONCERNED WITH ASSISTING THE PROGRAMMER; THE
SECOND PART TRIES TO TAKE MEASURES OF PROGRAMMERS TO SEE IF ANY IMPROVEMENTS
CAN BE MADE AND TO ENABLE STATISTICS TO BE DETERMINED. THE AIDS AND METHODS
DISCUSSED IN THIS PAPER INCLUDE FILING SYSTEMS AND TEXT EDITING, DIRECTED
GRAPH REPRESENTATIONS OF PROGRAMS, PRODUCTION SCHEDULIWG, AUTOMATIC
FLOWCHARTING, -MAPFSR,- AND CERTIFICATION TECHNIQUES. EXAMPLES OF HOW THSSE
AIOS AND METHODS CAN BE USED TO IMPROVE PROGRAMMING PERFORMANCE ARE GIVEN.

14P, CR. •EA)

25 PROGRAMMING, TASK ANALYSIS
BERGER, R.M,. COMPUTER PROGRAMMER JOB ANALYSIS REFERENCE TEXT. .MiOhTVALE,
NEW JERSEY: AMERICAN FEDERATION OF INFORMATION PROCESSING SOCIETIES, 1974.
DESCRIPTION:

THIS REPORT PRESENTS THE RESULTS OF AN INVESTIGATION OF WHAT IN FACT
PROGRAMMERS ARE AND 0O. PROGRAMMING MANAGERS, SENIOR PROGRAMMERS, AND A
CROSS SECTION OF PROGRAMMERS IN GENERAL PARTICIPATED IN THE DEVELOPMENT
AND EVALUATION OF THE JOB DESCRIPTION. THESE THREE GROUPS, STARTING WITH
MANAGEMENT, WERE GIVEN LISTS OF PROGRAMMING TASKS AND SKILLS TO EVALUATE.
THE MANAGERS AND SENIOR PROGRAMMERS MADE REVISIONS AND ADDITIONS TO THE
LISTS. FINALLY, PROGRAMMERS IN A NATIONWIDE SURVEY EVALUATED THE TASKS AND
SKILLS FOR IMPORTANCE TO "tHEIR JOBS.

THE RESULTS OF THIS STUDY ARE EXPECTED TO BE USED BY MANAGEMENT PERSONNEL
OF COMPUTER PROGRAMMING ORGANI7A'.'IONS TO DEVELOP PROGRAMMER POSITION
DESCRIPTIONS TO FIT THEIR SPECIFIC NEEDS. THE RESULTS ARE ALSO EXPECTED TO
PROVIDE THE BASIS FOR DEVELOPMENT OF COMPREHENSIVE EXAMINATIONS FOR
PROGRAMMER CERTIFICATION AND FOP DEVELOPMENT OF THE TRAINING REQUIRED FOR
CERTIFICATION. FINALLY, THE STUDY SHOULD REPRESENT AN INITIAi. MILESTONE
IN THE CONTINUING PERSONNEL RESEARCH INTO THE NATURE AND EVOLUTION OF
OCCUPATIONS IN THE COMPUTER FIELD. (A)

26 DEBUGGING
BERNSTEIN, W.A., & OWENS, J.T. DEBUGGING IN A TIME-SHARING ENVIRONMENT. AFIfpS
CONFERENCE PROCEEDINGS, 1968, 33, 7-14.
DESCRIPTION:

MODERN TIME-SHADING SYSTEMS HAVE RENDERED CONVENTIONAL MACHINE-LEVEL AND
SYSTEM-LEVEL PR',GRAM DEBUGGING AIDS OBSOLETE. A TIME-SHARING DEBUGGING
SUPPORT SYSTEM IS PROPOSED FOR USE BY SYSTEM PROGRAMMERS IN THE DEBUGGINC
OF BOTH SYSTýi AND TASK PROGRAMS, A SET OF SUITABLE COMMANDS IS PROPOSED)
TO ALLOW BOTH ON-LINE DEBUGGING AND PROGRAMMING O0 PREDEFINED ERROR
PROCEDURES. SEVERAL PROBLEMS IN THE IMPLEMENTArION OF SUCP A SYSTEM ARE
DISCUSSED AND POSSIBLE SOLUTIONS SUGGESTED. (HRR)
8P, CR.
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27 PROGRAMMING METHODOLOGY
BIERRANNe Ao.o, & KRISHNASWAMYf R. CONSTRUCTING PROGRAMS FROM EXAMPLE
COMPUTATIONS. IEEE TRANSACTIONS O SOFTWARE ENGINEERING, 1976, SE-2, 141-153.

243 STRUCTURED PROGRAMMING
BIGELOW, R. STRUCTURED CODE VIA STACK NACHIME. COMPUTER, JUNE 1975.
8(6), 67. I

29 SOFTWARE DESIGN
BLACK, U.D. PSYCHOLOGY APPLIED TO SOFTWARE DESIGN. ;NFOSYSTEMS, MARCH 1978,
PP., 86; 90-91.
DESCRIPTION:

DURING THE PAST FEW YEARS THE DATA PROCESSING IN"USTRY iAS MADE SIGNIFICANT
PROGRESS IN PROVIDING A THEORETICAL FOUNDATION FOR SOFTVARE DEVELOPMENT.
THE USE OF MATHEMATICAL CONCEPTS TO DESCRIBE THE PROGRAhMNING PROCESS HAS
CONTRIBUTED TO THIS PROGRESS. THE INDUSTRY, HOWEVER, HAS MADI LESS PROGRESS
IN DEVELOPING A FOUNDATION FOR UNDERSTAND?4G PROCESSES INVOLVED IN THE MORE
SUBJECTIVE ASPECT4 OF SOFTWARE DEVELOPMENT. I REFER HERE TO THE COGNITIVE,
0R THOUGHT, PROCESSES. CERTAIN IDEAS, NOTABLY STRUCTURED PROGRAMMING AND
STRUCTURED DESIGN, ADVANCED BY SOME OF THE MATHEMATICAL THEORISTS ARE
SUBSTATIATED BY PRINCIPI.ES OF PSYCHOLOGY. TO ILLUSTRATE MY POINT, I
HAVE CHOSEN A SCHOOL OF THOUGHT IN PSYCHOLOGY BROADLY REFERRED TO AS
GESTALTISM. (A, ABBR.)
3P, 2R.

31 SOFTWARE DESIGN
BOEHM, 8,. SOFTWARE DESIGN AND STRUCTURING. IN E. HOROWITZ (ED.) PRACTICAL
STPATEGIES FOR DEVELOPING LARGE SOFTWARE SYSTEMS. READING, MASS.: ADDISON-

WESLEY. 1975, 103-128.
DESCRIPTION:

THIS PAPER PROVIDES A CLASSIFICAfION OF SOFTW;RE DESIGN AND STRUCTURINC
TECHNIGIeS ZNT5 X FEW MAIN CATEGORIES WHICH CAN CURRENTLY BF CONSIDERED AS
SOFTWhAE DESI'GN ALTERNAu 4tVES. FOR EACH ALTERNATIVE, IT PRESENTS A SHORT
DESCRIP'(ION AND A BALANCE: SHEET INDICATING THE ADVA11TAGES AND DIFFICULTIES
IN USX9G THE TECHNXQUE.

14 AN OVERALL COMPARISON OF THE ALTERNATIVE TECHHVIUES, NONE OF THEM
PROVIDES POSITIVE ASSURANCE OF SATISFYING ALL THE CiITERIA, BUT EACH
tRITERION IS SATISFIED BY AT LEAST ONE OF THE TECHkIQUES. THIS WOULD LEAD
ONE TO BELIEVE THAT AN APPROPR:ATE SYNTHESIS OF THE TECHNIQUES MIGHT PROVE
SUCCESSFUL.

THE FOLLOWING MAJOR DESIGN AND STRUCTURING ALTERNATIVES ARE DESCRIBED AND
EVALUATEO: BOTTOP-UP, TOP-DOWN STUB, TOP-DOWK/PROBLEM STATEMENT, STRUCTURED
PROGRAMMING, AND MODEL-DRIVEN DESIGN. (A)
26P, 22R.
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31 SOFTWARE ENGINEERING
BOEHM, 8.W., MCCLEAM, R.K., £ URFRIG, D0S. SOME EXPERIENCE iTH AUTOMATED
AIDM TO THE DESIGN OF LAeGE-SCALE RELIABLE SOFTWARE. IEEE TRANSACTIONS ON
SOfWARE INGINEERING, 1975, SE-I, 1,5-133 (ALSO PROCEEDINGS, INTERNATIONAL
CONFERENCE ON R*LIABLE SOFTWARE, 21-23 APRIL 1975, LOS ANGELES, CALIFORNIA.
SIGPLAN NOTICES, JUNE 1975, 1O(W). 105-113).
DESCRIPTION:

THIS PAPER SUMMARIZES SOME RECENT EXPERIENCE IN ANALYZING AUD ELIMINATING
SOURCES OF ERROR IN THE DESIGN PHASE OF LARGE SOFTWARE PROJECTS. IT BEGINS
BY POINTING OUT SOME OF THE SIGNIFICANT DIFFERENCES IN SOFTWARE ERROR
INCIDENCE BETWEEN LARGE AND SHALL SOFTWARE PROJECTS. THE POST STRIKING
CONTRAST, ILLUSTRATED BY PROJECT DATA, IS THE LARGE PREPONDERANCE OF DESIGN
ERRORS OVER CODING ERRORS ON LARGE-SCALE PROJECTSO NOT ONLY WITH RESPECT
TO NUMBERS Or ERRORS, BUT ALSO WITH AESPECT TO THE RELATIVE TIME AND EFFORT
REQUIRED TO DETECT THEN ANO CORRECT THEN.

THE PAPER NEXT PRESENTS A TAXONOMY OF SOFTWARE ERROR CAUSES, AND SOME
ANALYSES OF THE DESIGN ERROR DATA, k0ERFORNED TO OBTAIN A BETTER
UNDERSTANDING OF THE NATURE OF LARGE-SCALE SOFTWARE DESIGN ERRORS AND TO
EVALUATE ALTERNATIVE METHODS OF PREVENTING, DETECTING AND ELIMINATING THEM.

BASED ON THIS ANALYSIS OF OBSERVATIONAL DATA, A HYPOTHESIS Wf' DERIVED
REGARDING THE POTENTIAL COST-EFFECTIVENESS OF AN AUTOMATED AID T•i DETECTING
INCONSISTENCIES BETWEEN ASSERTIONS ABOUT THE NATURE OF INPUTS AND OUTPUTS OF
THE VARIOUS ELEMENTS (FUNCTIONS, MODULES, DATA BASES, DATA SOURCES, ETC.) OF
THE SOFTWARE DESIGN. THIS HYPOTHESIS WAS TESTED BY DEVELOFING A PROTOTYPE
VERSION 09 SUCH AN AID, THE DESIGN ASSERTION CONSISTENCY CHECKER (DACC),
USING TRWIS GENEtALIZED INFORMATION PANACEMENT (GIN) SYSTEM, AND USING IT ON
A LAKGE-SCALE SOFTWARE PROJECT WITH 186 ELEMENTS AND 967 ASSERTIONS ABOUT
THEIR IkPUTS AND OUTPUTS*

Ile GENERAL, THE DATA CONFIRMED THE HYPOTHESIS ABOUT THE GENERAL UTILITY
OF A DACC CAPABILITY FOR LARGE SOFTWARE PRO4ECTS. HOWEVER, A NUMBER OF
ADDITIONAL FEATURES SHOULD BE CONSIDERED TO COMPENSATE FOR.CURRENT
DEFICIENCIES (IN AREAS SUCH AS MANUSCRIPT PREPARATION) AND TO FULLY TAKE
ADVANTAGE OF HAVING THE SOFTWARE DESIGN IN MACHINE-READABLE FORM. (A)
9P, 16R.

32 PROGRANMING LANGUAGES
BOEHM, H.-P., FISCHER, H.L., & RAULEFS, P. CSSA: LANGUAGE CONCEPTS AND
PROGRAMMING METHODOLOGY. IN PROCEEDINGS OF THE ACP SYMPOSIUM ON ARTIFICIAL
INTELLIGENCE AND PROGRAMMING LANGUAGES, SIGPLAN NOTICES, AUGUST 1977? 12(8),
10-j-108 (ALSO: SIGART NEWSLETTER, AUGUST 19??, NO. 64, 100108).

33 STATISTICS ON USE OF TINE-SHARING SYSTEM
BOIES, S.J. USER BEHAVIOR ON AN INTERACT:VE COMPUTER SYSTEM. IE-M SYSTEMS
JOURNAL, 1974, 13, 2-12.
DESCRIPTION:

THE USER-COMPUTER SYSTEM INTERACTIONS DESCRIBEfb HERE ARE CONFINED TO IBM/360
TIME SHARING SYSTER (TSS) AND ITS TERNIhALS. THE VARIOUS FACTORS DISCUSSED
ARE: THE DURATION AND FREQUENCY OF TERMINAL SESSIONS, THE USER OF L1;4GUAGE
PROCESSORS, COMMAND USAGE AND USER RESPONSE TIME. THE DATA INDICATE THAT AVERY SMALL PERCENT4GE OF USERS ACCOUNT FOR A LARGE PERCENTAGE OF THE TOTAL
TERMINAL USAGE. USERS SELDOM USE THE ERROR CORRECTION FEATURES OF THE
LANGUAGE PROCESSOR EVEN IF THEY NEED THEM. A LONG SYSTEM RESPONSE TIME IS
RELATED TO A LONG USeR RESPONSE TIME. ONLY A SMALL NUMBER OF COMMANDS
ACCOUNT FOR A LARGE FREQUENCY OF USAGE. WHEN ONE CONMAND WOULD HAVE BEEN
SUFFICIC'T SEVERAL COMMANDS AR! OFTEN USED BY THE USERS. (0)
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34 PROGRARM4wG ERRORS
OiE, S.J., 6 GOULD, J.D. SYNTACTIC ERRORS IN COMPUTER PROGRAMMING. HUNAN

FACTORS, 1974, 16, 253-25?.
DESCRIPTION:

A STUDY OF USEkS OF A LARGE-SCALE COMPUTER SYSTEM (TSS/360) REVEALED THAT
ONLY 12 TO 171 OF THE FORTRAN. PLII AND ASSEMBLER LANGUAGE COMPUTER PROGRAMS
SUBMITTED TO THE LANGUAGE PROCESSORS CONTAINED SYNTACTIC ERRORS. THUS,
SYNTACTIC ERRORS O NOT APPEAR TO OE A SIGNIFICANT NOTTLENECK IN PROGRAMMING.
THIS EXPERIMENT IS PART OF A LARGER EFFORT TO IDENTIFY AND REDUCE THE
BEHAVIORAL BOTTLENECKS IN COMPUIER PROGRAMMING. (A)
5P, 11R.

35 STATISTICS ON USE OF INTERACTIVE OZCUGEING FACILITIES
SOlES. S.J., & SPIEGEL, N.F. A BENAVIORAL ANALYSIS OF PROGRAPMING: ON THE USE
OF INTERACTIVE DISUGG!NG FACILITIES (TECHNICAL REPORT RC-4472). YORKTOWN
HEIGHTS* NEW YORK: IBM WATSON RESEARCH CENTER, AUGUST 1973. (NTIS NO. AD
772127)
DESCRIPTION:

MEkSUREMENT AND ANALYSIS OF USER DEBUGGING BEHAVIOR ON PRESENT INTE*ACTIVE
SYSTEMS CAN LEAD TO AN UNDERSTANDING OF HOW FUTURE INTERACTIVE SYSTEMS
SHOULD BE IMPLEPENTED. THIS STUDY PRESENTS BOTH AN ANALYSIS OF THE ON-LINE
USAGE OF THE TSS/360 PROGRAM CONTROL SYSTEM (PCS) AS WELL AS THE RESULTS OF
A QUESTIONNAIRE DESIGNEO TO PROBE THE PCS KNOWLEDGE OF THE POPULATION OF
USERS OF TKAT SYSTEN. THE QUESTIONNAIRE RESPONSE POPULATION TENDED TO BE
DIVIDED INTO THREE COMPETENCE GROUPS, THE NIGHEST OF WHICH CONSISTE9, MOSTLY
OF SYSTEM SUPPORT PERSONNEL AND ASSEMBLER LANGUAGE PROGRAMMERS. THE ON-LINE
USAGE ANALYSIS SHOWED THAT PCS COMMANDS ACCOUNTED FOR ?.2 PERCENT OF ALL
COMMANDS ENTERED BY PROGRAMMERS. PCS WAS USED RARELY TO MCDIFY THE LOGIC OF
A PROGRAM,,BUT WAS USED AS A PROGRAM VARIABLE :NPUTIOUTPUT SYSTEM. IT WAS
CONCLUDED TRAT THE UNDERSTANDING OF THE INTFRACTIVE DEBUGGING PROCESS MUST
COME FROM THE PCRSPECTIVE OF THE ENTIRE SYSTEM, AS UP TO 50 PERCENT OF THE
DEBUGGING EFFORT IS SPENT ON TASK AND DATA MANAGEMENT. FIVE CRITICAL
FEATURES OF AN EFFECTIVE INTERACTIVE PROGRAMMING SYSTEM ARE OUTLINED. (A)
2P, 12R.1

4 36 QUERY LANGUAGE
BOYCE, R.F.° CHARBERLIN, D.D., KING, W.F., 11. HANMNER, N.M. SPECIFYING
QUERIES AS RELATIONAL EXPRESSIONS: THE SQUARE DATA SUBLANGIIAGE. COMMUNICATIONS
OF THE ACM, 1975. 18. 621-626.
DESCRIPTION:

THIS PAPER PRESENTS A DATA SUBLANGUAGE CALLED SQUARE, INTENDED FOR USE IN
AD HOC, INTERACTIVE PROBLEM SOLVING BY NON-COMPUTER SPECIALISTS. SQUARE IS
BASED ON THE RELATIONAL MODEL Or DATA, AND IS SHOWN TO BE RELATIONALLY
COMPLETE. HOWEVER, IT AVOIOS THE QUANTIFIERS AND BOUND VARIABLES REQUIRED
BY LANGUAGES BASED Ok THE RELATIONAL CALCULUS. FACILITIES FOR QUERY,
I NSERTION, DELETION, AND UPDATE ON TABULAR DATA BASES ARE DESCRIBED. A
SYNTAX IS GIVEN, AND SUJGGESTIONS ARE MADE FOR ALTERNATIVE SYNTAXES,
INCLUDING A SYNTAX BASED ON LNGLISN KEY WORDS FOR USERS WITH LIMITED
qAIHEMATICAL BACKGROUND. (A)
SP. 2OR.

37 TURNOVER AMONG DATA PROCESSING PERSONNEL
BRADFORD, P.A., U COTTRELL, L.R. FACTORS INFLUENCING BUSINESS DATA PROCESSORS
TURNOVER: A COMPAUATIVE CASE HISTORY. COMPUTER PERSONNEL, 19?7, 7(1-2), 3-6.
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38 SOFTWARE ENGINEERING
$NATHAN, N., S COURT, T. THE SOFTWARE FACTORY. COMPUTER MAGAZINE. MAY 1975,
I(M), 28-37.
DESCRIPTION:

THIS PAPER DESCRIBES AN EFFORT TO DEVELOP AN INTEGRATED SET OF SOFTWARE
DEVELOPRENT TCOLS TO SUPPORT A DISCIPLINED AND REPEATABLE APPROACH TO
SOFTWARE DEVELOPMENT. THIS EFFORT, WHICH IS REALLY PART OF A LARGER PROGRAM
CURRENTLY UNDERWAY AT SYSTEM DEVELOPMENT CORPORATION TO INCREASE SOFTWARE
RELIABILITY AND CONTROL SOFTWARE PRODUCTION COSTS, IS INTENDED TO REPLACE
WHAT THE AUTHORS TERN "AD HOC CONGLOMERATIONS OF DEVELOPMENTAL TOOLS"
WITH STANDARD ENGINEERING TECHNIGUESE (0)
lop, ?R.

39 PkOGRAMNING
BRATMAN, H., MARTIN, H.G,., 9 PERSTEIN, E.C. PROGRAM COMPOSITION AND EDITING
WITH AN ONLINE DISPLAY. AFIPS CONFERENCE PROCEEDINGS, 1.i, 33, 1349-1360.
DESCRIPTION:

AN INTERACTIVE PRO&HANMMNG SUPPORT SYSTEM (IPSS) HAS BEEN UNDER DEVELOPPENT
AT SYSTEM DEVELOPMENT CORPOTATION SINCE 1965. THE PURPOSE OF THE SYSTEM IS
TO PERMIT ALL OF THE PROGRAMMING PROCESSES -- COMPOSITION (IN A PROCEDURE-
OXIENTED LANGUAGE), EDITING, EXECUTION, TESTING, AND DOCUMENATION - TO BE
CARRIED OUT AS PARTS OF A SINGLE, COORDINATED ACTIVITY CERIERED AROUND AN
INTERACTIVE COMPILER. ISS ATTEMPTS TO UNIFY TECHNIQUES THAT ARE USUALLY
EMBODIED IN SEPARATE FUNCTIONAL PROGRAMS, SO THAT THE PROGRAMMER NEED NOT
KNOW WHICH PARTICULAR PROGRAM IS PERFORMING A 3PECIFIC TASK. THE SYSTEM
IS INTEkbED FOR A TIME-SNARING ENVIRONMENT, VITH USER INTERACTION VIA A
SNALL TABUILAR DISPLAY OR TYPEWRITER-LIKE TERMINAL. (A)
12P, 4R.

40 SOFTWARE ENGINEERING
BROOKS, F.P., JR. THE MYTHICAL MAN-MONTH: ESSAYS ON SOFTWARE ENGINEERING.
READING, MASSACHUSETTS: ADDISON-UE3LEY, 1975.
DESCRIPTION:

THIS BOOK CONTAINS FIFTEEN ESSAYS ON THE MANAGEMENT OF COMPUTER PROGRAMMING
PROJECTS. THESE ESSAYS PRIMARILY DESCRIBE THE AUTHOROS PERSONAL OPINIONS
AND EXPERIENCES BUT ALSO PROVIDE A BRIEF INTRODUCTION TO THE LITERATURE ON
SOFTUARE ENGINEERING. THE CENTkAL THESIS IS THAT LARGE SOFTWARE PROJECTS
SUFFER FROM PROBLEMS THAT ARE QUALITATIVELY DIFFERENT FROM THOSE ENCOUNTERED
IN SMALL PROJECTS DUE TO THE DIVISION OF LABOR. FOR THIS REASON, THE MOST
IMPORTANT GOAL IN A LARGE SOFTWARE PROJECT IS TO MAINTAIN CONCEPTUAL
INTEGRITY. THESE ESSAYS FOCUS BOTH ON THE DIFFICULTIES IN ACHIEVING
CONCEPTUAL INTEGRITY AND ON METHODS FOR ACHIEVING IT. (MEA)
203P, 83R.
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41 PROGRAMMING
$ROOKS, R. A MODEL Of HUMAN COGNITIVE BENAVIOR IN WRITING CODE FOR COMPUTER
PROGRANS (2 VOLS.). PITTSBURGH, PENNSYLVANIA: CARNEGIE-NELLON UNIVERSITY*
DEPARTMENT OF COMPUTER SCIENCE, MAY 1975 (ALSOt REPORTED BRIEFLY I3 PkOCE2DINGS
Of THE FOURTH INTERNATIONAL JOINT CONFERENCE OF ARTIFICIAl INTELLIGENCE,
tWS). (NTIS NOS. AD A013582, AD A012918)
DE9CRIPTION:

A THEORY OF HUMAN COGNITIVE PROCESSES IN WRITING CODE FOR COMPUTER PROGRAMS
IS PRESENTED. IT VIEWS BEHAVIOR IN TERMS OF THREE PROCESSES, UNDERSTANDING,
PLANNING, AND CODING. THE FIRST OF THESE CONSISTS OF ACQUISITION OF
INFORMATION FROM THE PROBLEM INSTRUCTIONS AND DIRECTIONS. THIS IS USED BY
THE PLANNING PROCESS TO CREATE A SOLUTION PLAN S7ATED AS A SET OF FUNCTIONAL
SPECIFICATIONS IN A LANGUAGE WHICH IS INDEPENDENT OF THE SYNTAX OF THE
PARTICULAR PROGRAMMING LANGUAGE. THE CODING PROCESS CONVERTS THIS PLAN TO
CODE USING A PROCESS NAMED "SYMBOLIC EXECUTION" IN WHICH THE' PIECES OF CODE
ARE ASSIGNED EFFECTS IN TERMS OF THE FUNCTIONS THE PROGRAMMER INTENDS THE
CODE TO PERFORM IN ACHIEVING THE PURPOSE OF THE PROGRAM.

WITHIN THE FRAMEWORK OF THIS THEORY, A MORE EXPLICIT WMDEL OF THE CODING
PROCESS WAS DEVELOPED. THE MOuEL IS BASED ON A PRODUCTIC5 SYSTEM AND HAS
SEEN IMPLEMENTED AS A COMPUTER PROGRAM. GIVEN PLANS TAKEN FROM PROTOCOLS OF
A PROGRAMMER WRITING A SERIES OF SHORT FORTRAN PROGRAMS, IT IS ABLT TO
GENERATE THE SAME CODE IN THE SANE ORDER AS THE PROGRAMMER DID.

THE MODEL MAKES THREE ASSUMPTIONS ABOUT PROGRAMMER BEHAVIOR IN WRITItG
PROGRAMS:
1. PROGRAMMERS HAVE A LARGE AMOUNT OF SPECIFIC KNOWLEDGE ABOUT HOW TO
ENCODE PARTICULAR PLAN ELEMENTS.
2. PROGRAMMERS GENERATE CODE BY USING THE EFFECTS ASSIGNED TO EACH PIECE TO
GENERATE THE NEXT.
3. THE BASIC UNITS OF A PROGRAMMER'S KNOWLEDGE OF LANGUAGE SYNTAX ARE
DETERMINED BY THE WAY IN WHICH HE USES THE LANGUAGE, RATHER THAN BY
PROPERTIES OF THE SYNTAX ALONE.

THE IMPLICATIONS Of THESE ASSERTIONS ARE DISCUSSED FOR THE USE Of
PRODUCTION SYSTEMS TO REPRESENT BEHAVIOR, FOR TEACHING PROCRAMMING, FOR
ERROR ANALYSIS IN DEBUGGING, AND FOR THE USE OF BACK-TRACKING IN PROBLEM I
SOLVING SYSTEMS. (AW
304P, 46R.

42 PROGRAMMING
BROOKS, R. HOW A PROGRAMMER UNDERSTANDS A PROGRAM: A MODEL (TECHNICAL REPORT
NO. 97). IRVINE, CALIFORNIA: UNIVERSITY OF CALIFORNIA, DEPARTMENT OF
INFORMATION AND COMPUTER SCIENCE, 1977.
DESCRIPTION:

IN A LARGE VARIETY OF PROGRAMMING SITUATIONS, A PROGRAMMER IS REQUIRED TO
UNDERSTAND A PROGRAM THAT SOMEONE ELSE HAS WRITTEN. A MODEL HAS BEEN
CREATED FOR THE BEHAVIOR SEEN IN THE VERBAL PROTOCOL OF A PROGRAMMER ON A
SAMPLE UNDERSTANDING TASK. THE MODEL IS BASED ON A THEORY Of UNDERSTANDINGWHICH STRESSES THE ROLE OF THE PROGRAMMER'S A PRIORI KYPOTHESES OR GUESSES

ABOUT THE PROGRAM STRUCTURE. ORGANIZATION OF THE PODEL IS THAT OF A
PRODUCTION SYSTEM, A STRUCTURE WHICH APPEARS PARTICULARLY WELL-SUITED TO THE
ASYNCHRONOUS, NON-SEQUENTIAL NATURE OF THe INPUT. (A)
34P, 9R.
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43 PROGRAMMING
BROPHY, H.F. IMPROVING PROGRAXMING PERFORPANCE. AUSTRALIAN COMPUTER JOURNAL,

DESCRIPTION:
THERE IS RELATIVELY LITTLE WRITTEN OP DISCUSSED ABOUT PROGRAPRERS, WHO
REPRESENT A LARGE PART or THE INVESTMENT IN COMPUTING. THIS PAPER ATTE'PTS
TO FOCUS ATTENTION ON AN UNDERSTANDING AND EVALUATION Of THE PROGRAMMING
TASK, SUSGESTING WAYS TO IMPROVE THE PROGRAMMER'S LOT, AND TO RAISE HIS
PRODUCTIVITY. IT IS IMPORTANT TO REALIZE THAT THE PROGRAMMER IS INVOLVED
IN HUMAN PRORLEM SOLVIXG, AHO COMMUNICATING NOT ONLY WITH THE MACHINE, PUT
WITH OThNE PrOPLE. HIS ULTIMATE PRODUCT WILL REFLECT HIS CREATIVIlY,
EFFICIEN.CY A'%D ARILITY TO COUMUNICATE.

TO GET '.ME FROM THF PROGRARqER, WE SHOULD PROVIDE HIP WITH BETTER TOOLS,
TRAIN HIM IN THE USE OF THOSE TOOLS, AND STANDARDIZE AND PANAGE HIS
PERFORMANCE. SEVERAL SPECIFIC IDEAS AND SUGGESTIONS ARE GIVEN, MANY OF
THE* HAVING PEEN ALREADY INSTITUTED IN A FEW ORGANIZATIONS. (A)
5P, 19R.

44 P^OGRA04IG
SROwh, G.D. PROGRAMMING: THE QUIET EVOLUTION. DATAMATION, 1972, 18, 147-150.
DESCRIPTION:

SOFTWARE, UNLiKE HARDWARE, DOES NOT ADVANCE IN CLEAR-CUT GENERATIONS. ITS
CHANGES DEQIvF MORE FROM HUPAN NEEDS THAN FROM TECHNOLOGICAL POSSIBILITIES.THE EFFECTS OF CIVIL DISORDER, VIET MAM, THE SPACE PROGRAM, AND TRENDS OF
THE ECONOPY AND RESEARCH ARE MENTIONED AS INFLUENCES ON T;E EVOLUTION OF
PROGRAmMING. FUR THE FORSEEAPLE FUTURE, PROGRAFMING WILL SEMAIN AN EXACTINGSKILL. NO ECONOMIES OF SCALF ARE YET APPARENT, AND AUTOMATIC Oll MASSPROGRAMPING SEEMS AS FAR AWAY AS EVER. THE PROGRAMMING PPOFESSION WILL
REQUIRE MORE EDUCATION, PRIDE IN COMPETENCE, AND A PREOCCUPA71ON WITH
QUALiTY. (GDC)
4P, 'ri.

41" -'-•': SYSTEM MODELING
dR'VJN, J.F., - CGLIA, W.E., & SEITLE, P.A. THE USE OF MAN/MACHINE INTERACTION
MODELS IN S'4 TrNING SYSTEM DEVFLOPRENT CYCLE'. IN PROCEEDINGS OF THE FIFTH
NATIONAL SYMPOSIUM ON HUMAN FACTORS IN ELECTRONICS. NEW YORK: INSTITUTE OF
ELECTRICAL AND ELECTRONIC ENGINEERS, 1964, 304-313.

46 STRUCTURED PROGRAMMING
BROWN, J.R. STRUCTURED PROGRAMMING: AGONY AND/OR ECSTACY. COPPUTER, JUNE
1975, E(6), 56-57.

47 SOFTWARE DEVELOPMENT
BROWN, P.J. PROGRAMMING AND DOCUMENTING SOFTWARE PROJECTS. COPPUTING
SURVEYS, 1974, 6, 213-220.
DESCRIPTION:

TIME AND TIME AGAIN SOFTWARE PROJECTS, THOUGH UNDER,'AKEN BY PEOPLE OF
CONSIDERABLE INTELLECTUAL ABILITY, FAIL. THIS WILL "UPTLESS BE A
CONTINUING e4ENOMENON, BECAUSE SOFTWARE PRODUCTION IS INDEED A DIFFICULT
TASK REQUIIt*JG WIDE-RANGING SKILLS. CERTAINLY, NO SING&E PAPER CAN
rUDDENLY SILVE ALL THE PROBLEMS OF SOFTWARE WRITING AND EkIPINATE THE
FAILURES. Tire SCOPE OF THIS PAPER IS LIMITED TO FOUR STAGES IN THE
EXECUTID, )F SOFTWARE PROJECTS, NAMELY THE PLANNING, CODING, TESTING, AND
FINAL USAGE. THESE FOUR CRUCIAL AREAS CONTAIN PITFALLS THAT HAVE BEEN
RESPONS1IBL FOR A LARGE PROPORTION OF SOFTWARE FAILURES, AND I1 IS HOPED
THIS PAPER WILL HELP AVOID SOME OF THEN. (A)
8P, 16R.

"• .-13-



43 TINE-SHARING

BROWN, T., & KLERER. N. THE EFFECT OF LANGUAGE DESIGN ON TIHE-SHARIN6
OPERATIONAL EFFICIENCY. INTERNATIONAL JOURNAL OF MAN-MACHINE STUDIES, 1975,
?, 233-247.
DESCRIPTION:

THE IMPORTANCE OF 'THINK TINE' FOR OPERATIONAL EFFICIENCY Of TINE-SHARING
SYSTEMS IS RE-EMPHASIZED. IT IS POINTED OUT THAT THINK TINE IS AN
EXPERINEITAL DEPENDENT PARAMETER OF THE SOFTWARE-HARDWARE PROGRANMING
STSTENl AND MAY BE LENGTHENED OR SHORTENED AS A FUNCTION OF CONSOLE 00

PROGRAMMING LANGUAGE DESIGN. A SIPPLE COMPUTATIONAL MODEL IS USED TO
PREDICT THE BEHAVIOR Of RESPONSE TIME AS A FUNCTION Of THINK TIME FOR
DIFFERENT CONDITIONS OF SERVtCE LOADING. THE ECONOMIC IMPLICATIONS ARE
CONSIDERED. (A)
1SPo 13R.

49 PROGRAMMING LANGUAGES
BRUNT, Ref., & TUFFS, D.E. A USER-ORIENTED APPROACH TO CONTROL LANGUAGES.
SOFTHARE-PRACTICE AND EXPERIENCE, 1976, 6, 93-108.
DESCRIPTION:

THIS PAPER DESCRIBES THE DESIGN APPROACH ADOPTED FOR SCL WHICH IS THE
CONTROL LANGUAGE OF SYSTEM B, THE OPERATING SYSTEM OF ICLf' NEW 2900
SERIES OF COMPUTERS. THE OESIGN EMPHASIS OF SCL IS 'USABILITY' AND THE
PAPEk SETS OUT TO SHOW THAT SCL PROVIDES UNAT USERS REQUIRE.S~THE AUTHORS BOTH WORK IN THE SYSTEMS PROGRAlMMING DIVISION Of ICL WHERE

THE MAJORITY OF THEIR RECENT WORK HAS CENTERED AROUND THE DESIGN OF JOB
MANAGEMENT IN SYSTEM 8 AND SCL IN PARTICULAR. (A)
16P, 4.R.

so STATISTICS ON USE OF A TIME-SHARING SYSTEM
BRYAN, G.E. JOSS: 20,000 HOURS AT A CONSOLE - A STATISTICAL SUMMARY. AFIPS
CONFERENCE PROCEEDINGS, 1967, 31, 769-??? (ALSO TECHNICAL REPORT NO. RM-S359-
PR, SANTA MONICA, CALIFORNIA: RAND CORPORAlION, AUGUST 1967).
DESCRIPTION:

JOSS IS A SPECIAL PURPOSE INTERACTIVE COMPUTATIONAL FACILITY. THIS PAPER
REPORYS ON EFFORTS TO MEASURE SYSTFN USE AND CHARACTERISTICS OF INDIVIDUAL
SYSTE3 USERS. THIS ALLOWS THE ASSESSMENT OF HOH WELL THE SYSTEM MEETS THE
DEMANDS OF A "TYPICAL" USER. (MEA)
9P, 23R,

ji SOFTWARE DEVELOPMENT
BULLEN, R.N., JR. ENGINEERING OF QUALITY SOFTWARE SYSTEMS (SOFTWARE FIRSTCONCEPTS) (TECHNICAL REPORT NO. NTR-2648-VOL-3). BEDFORD, MASSACHUSETTS:MITRE CORP., JANUARY 197S.

52 SOFTWARE PHYSICS
OULUT, N. INVARIANT PROPERTIES IN ALGORITHMS. UNPUBLISHED DOCTORAL
DISSERTATION, PURDUE UNIVERSITY, LAFAYETTE, INDIANA, 1973.

i14
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53 SOFTWARE PWYSICS
UULUT* N., & HALSTEAD, A.H. IMPURITIES FOUND IN A1,6PITNN IMPLEMENTATIONS
(TECHNICAL REPORT 90 CSD-TR-111). LAFAYStTE, INDIAA: PURDUE UNIVERSITYo
DEPARTMENT OF COMPUTE* SCIENCE, 1974.
DESCRIPTION:

THIS PAPER DESCRIBES SIX IMPURITIES OBTAINED ON THE BASit OF CONFORMITY
TO THE SOFTWARE PHYSICS *ELATIONS, AS FOLLOWSs (1) SELF-CANCELLINS
OPERATIONS, (2) AMBIGUOUS USAGE OF AN OPERANO, (3) SYNONYMOOUS USASES OF
OPERANDS, (4) COMMON SU9EXPRESSIONS, (S) UNNECESSARY REPLACE~tNTS, AND
(6) UNFACTNRED EXPRESSIONS. ThE IMPURITIES WERE MOSTLY APPARENT IN STUDENT
PROGRAMS, NOT IN PUBLISHED ONES. (0)
4P, 110.

54 SOFTWARE PHYSICS
BULUT, N., HALSTEAD, N.H., & BAYER, 0. EXPERIMENTAL VALIDATION OF A STRUCTURAL
PROPERTY OF FORTRAN ALGORITHMS (TECHNICAL REPO2T NO. CSD-TR-11S). LAFAYETTE,
INDIANA: PURDUE UNIVERSITY, DEPARTENT OF COMPUTER SCIENCE, 1974.
DESCRIPTION:

THE CORRELATION BETWEEN OBSERVED AND CALCULATED LENGTH FOR 429 FORTRAN
PROGRAMS IN THE PROGRAM LIBRARY AT PURDUE UNIVERSITY WAS .95, WITH PROGRAN
SIZE RANGING FROM 3 TO 1674 STATEFRENTS. THE STUDY CONFIRMS YhE EXISTENCE
OF A FUNCTIONAL RELATIONSHIP BETWEEN THE MEASURAKLE PARAMETERS N(1), N(2),
AND N.

THIS PAPER ALSO REVIEWS RULES OBSERVED IN COUN1IG ALGORITHM. (0)
SP, iOw.

55 SOFTWARE ENGINEERING
BURNS, I.F., HANSINO, M.M., HERRING, F.P., 9 MCCOY, R.C. SOFTWARE ENGINEERING
AND SPECIFICATION VALIDATION. COMPUTER-AIDED SOFTWARE ENGINEERING PROGRAM,
SOFTWARE CAPABILITIES DESCRIPTION (TECHNICAL REPORT NO. TRW-22944-6921-006).
HUNTSVILLE, ALABAMA: TRW SYSTEMS GROUP, JANUAR' 1974. (NTIS NO. AD 915757)
DESCRIPTION:

THIS REPORT DESCRIBES THE CAPABILITIES OF THE COMPUTER-AIDED SOFTWARE
ENGINEERING PROGRAM (CASEP), TO OF DEVCLOPED BY 7RW UNDER THE SPONSORSHIP
OF ABMDA.

CASEP IS AN INTEURATED SET OF PROGRAMS WHICH ARE DESIGNED TO ENHANCE
THE CURRENT ABIDA SOFTWARE ENGINEERING METHODOLOGY. THIS ENHANCERENT IS
ACCOMPLISHED BY ASSURING COMPLETENESS OF SPECIFICATION OF SOFTWARE DESIGN,
BY ASSURING CORRECTNESS OF SPECIFIED LOGIC IN PERFORMING STATIC VALIDATION
AT ALL LEVELS OF DEVELOPMENT, BY AIDING THE DEVELOPMENT Ot SIMULATORS TO
VALIDATE THE SPECIFICATIONS, BY PROVIDING ASSISTANCE TO THE PROCESS DESIGNER
DURING THE PROCESS DESIGN PHASE, AND BY PROVIDING MANAGEMENT INFORMATION
REPORTS AND CONFIGURATION MANAGEMENT CONTROLS AS AN INTEGRAL PART OF THE
DEVELOPMENT SUPPORT. (A)
75P, 27R.

56 PROGRAMMING STYLE
BYARS, H.E. AN IKVESTIGATION INTO PROGRAMING STYLE. COMPUTER STUDIES IN THE
HUMANITIES AND VERBAL BEHAVIOR, 1969, 2, 198-203,
DESCRIPTION:

THIS PAPER SEEKS TO ANSWER THE QUESTION: WHAT IS A GOOD BASIS FOR
DETERMINING WHO WROTE A GIVEN PROGRAM? ANALYSIS OF PRCGRAPMING STYLE
PROCEEDS ON TWO LEVELS (PROGRAM TEXT AND PL3GRAN SEMANTICS) IN ORDER TO
IDENTIFY STYLISTIC DISCRIPINATCRS AMONG PROGRAMS OF VARYING AUTHORSHIP.
BECAUSE OF ITS FLEXIBILITY AND ITS EASE OF PARSING, THE STUDY CONCENTRATED

ON THE FORTRAN LANGUAGE. (A)

6P, 2R.
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57 SOFTWARE DESIGN
CAMERON, s.D. HUMAN PROBLEMS IN SOFTWARE DESIGN. IN PROCEEDINGS OF THE TENTH
ANNUAL MEETING, HUMAN FACT0S ASSOCIATION OF CANADA. DOWNSVIEW, ONTARIO,
CANADA: HUMAN FACTORS ASSOCIATION OF CANADA, 1978, 26-37.
DESCRIPTION:

THE PRODUCTION OF A HURAN-ENGINEERED COMPUTER SYSTEM REQUIRES HUMAN FACTORS
CONSIDERATIONS AT ALL STAGES OF DEVELOPMENT. THOUGH IT IS ESSENTIAL TO
CONSIDER THE HUMAN ENGINEERING OF THE VISIBLE MAN-COnPUTER INTERFACE, MORE
CONCERN RUST ME CONCENTRATED ON THE FACTORS INVOLVED IN THE CONSTRUCTION OF
THAT INTERFACE. IN THE FACE OF A CONTINUING EXPLOSION IN SOFTWARE
PRODUCTION, WE MUST CONCERN OURSELVES WITH THE INTERFACE BETWEEN THE
PROGRA0MER AND HIS PROGRAM. THE PRODUCTION OF COST-EFFECTIVE HIGH QUALITY
SOFTWARE REQUIRES AN UNDERSTANDING OF THE WORKERS PRODUCING IT, THEIR WORK
ENVIRONMENT, AND THE TOOLS THEY USE. (A)
12P, 16R.

58 EFFECT OF SYSTEM RESPONSE TINE ON USER
CARBONELL, J.R., ELKIND, J.1., 9 NICKERSON, R.S. ON THE PSYCHOLOGICAL
IMPORTANCE OF TIME IN A TIME SHARING SYSTEM. HUnlAN FACTORS, 1968, 10, 135-142
(ALSO: REPORT NO. SCIENTIFIC-6, BBN-1687. CAMBRIDGE, MASSACHUSETTS: BOLT
BERANEK AND NEWNAN* INC.* SEPTEMBER 1967). (NTIS NO. AD 67V604)
DESCRIPTION:

ONE Of THE MOST IMPORTANT PROBLEMS IN THE DESIGN ANDIOR OPERATION OF A
COPIPUTER UTILITY IS TO OBTAIN DYNAMIC CHARACTERISTICS THAT ARE ACCEPTABLE
AM0I CONVENIENT TO THE ON-LINE USER. THIS PAPER IS CONCERNED WITH THE
PROBLEMS OF ACCESS TO THE COMPUTER UTILITY, RESPONSE TIME AND ITS EFFECT UPON
CONVERSATIONAL USE OF THE COMPUTER, AND THE EFFECTS OF LOAD ON THE SYSTEM.
PRIMARY ATTENTION IS PLACED UPON RESPONSE TIME: RATHER fHAN A SINGLE MEASURE,
A SET Of RESPO4SE TIMES SHOULD BE MEASURED IN A GIVEN COMPUTER UTILITY, IN
CORRESPONDENCE TO THE DIFFERENT TYPES OF OPERATIONS REQUESTED. IT IS ASSURED
THAT THE PSYCHOLOGICAL VALUE OF SHORT RESPONSE TIME STEMS FROM A SUBJECTIVE
COST MEASURE OF THE USERIS OWN TIME, LARGELY INFLUENCED BY THE VALUE OF
CONCURRENT TASKS BEING POSTPONED. A MEASURE OF COST (TO THE INJDVIDUAL AND/
OR HIS ORGANIZATION) OF THE TIME-ON-LINE REQUIRED TO PERFORM A TASK MIGHT
THUS BE DERIVED. MORE SUBTLE IS THE PROBLEM OF THE USERIS ACCEPTABILITY OF
GIVEN RESPONSE TIMES. THIS ACCEPTABILITY IS A FUNCTION OF THE SERVICE
REQUESTED (E.G., LENGTH OF COMPUTATION), AND VARIABILITY WITH RESPECT TO
EXPECTATIONS DUE BOTH TO UNCERTAINTY IN THE USER'S ESTIMATION AND TO
VARIATIONS IN THE RESPONSE TIME ORIGINATED BY VARIABLE LOADS ON THE SYSTEM.
Ale EFFORT SHOULD BE MADE BY COMPUTER-UTILITY DESIGNERS TO INCLUDE DYNAMIC
CHARACTERISTICS (SUCH AS PREDICTION OF LOADS AND THEIR EFFECTS) AMONG THEIR
DESIGN SPECIFICATIONS. (A)
&P, 6R.

59 DATA ENTRY ERRORS
CARLSON, 6. PREDICTING CLERICAL ERROR IN AN EDP EKVIRONMENT. DATANATION,
FEBRUARY 19(2)63, 9, 34-36.

DESCRIPTION:
VERY LITTLE IS KNOWN ABOUT ERROR IN ANY PRECISE MANINER, EXCEPT THAT IT IS
USUALLY PRESENT AND TROUBLESOME. THIS PAPER DESCRISES AN ATTEMPT AT
PREDICTING, OR SIMULATING, HUMAN ERROR. ERRORS MADE IN A NUMERIC DATA ENTRY
TASK ARE ANALYZED AND A BINARY DECISION TREE IS DEVELOPED TO SIMULATE THESE
ERRORS, THIS MODEL IS INDEPENDENT OF THE INDIVIDUAL OPERATOR AND TYPE OF
WORK BEING DONE AND CORRECTLY PREDICTED 46X OF OBSERVED ERRORS. (PEA)
3P, ORN

60 PROGRANnING
CARSTENSEN, I., FISCHER, L., JORGENSEN, A.H., & WEISSMAN, L. AN EXPERIMENTAL
STUDY OF PROGRAM READABILITY %NO MODIFIABILITY* DATAL061SK IHSTITUT, UNIVER-
SIT! OF COPINNACIN .975.
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61 SPECIFIC QUERY LANGUAGE
CHAMBERLIN, O.D., 9 BOYCE, R.F. SEQUL: A STRUCTURED ENGLISH QUERY LXNGUAGE.
IN PROCEEDINGS OF THE ACM SIGMOD WORKSHOP, MAY 1974, 242-264 (ALSO TECHNICAL
REPORT RJ1394, IBM RESEARCH LABORATORY, SAN JOSE, CALIFORNIA, MAY 1974).
DESCR,?TION:

IN THIS PAPER, WE PRESENT THE DATA MANIPULATION FACILITY FOR A STRUCTURED
ENGLISH QUERY LANGUAGE (SEQUEL) WHICH CAN BE USED FOP ACCESSING DATA IN AN
INTEGRATED RELATIONAL DATA BASE. WITHOUT RESORTING TO THE CONCEPTS OF
BOUND VARIA!,ES AND QUANTIFIERS SEQUEL IDENTIFIES A SET OF SIMPLF O'ERATIONS
ON TABULAR STRUCTURES, WHICH CAN BE SHOWN TO BE OF EqUIVALENT POWER TO THE
FIRST ORDER PREDICATE CALCULUS. A SEQUEL USER IS PRESENTED WITH A
CONSISTENT SET OF KEYWORD ENGLISH TWMPLATES WHICH REFLECT HOW PEOPLE USE
TABLES TO OBTAIN INFORMATION. MOREOVER, THE SEQUEL USER IS ABLE TO COMPOSE
THESE BASIC TEMPLATES IN A STRUCTURED MANNER IN ORDER TO FORM MORE COMPLEX
QUERIES. SEQUEL IS INTENDED AS A DATA BASE SUBLANGUAGE FOR BOTH THE
PROFESSIONAL PROGRAMMER AND THE MORE INFREQUENT DATA BASE USER. (A)
23P, ISR.

62 PROGRAMMER PRODUCTIVITY
CHAMPINE, G.A. ESTIMATING METHODS AND MEASURES OF PRCSRAMMER PRODUCTIVITY
(TECHNICAL REPORT). ROSEVILLE, MINNESOTA: SPERRY-UNIVAC, MAY 1973.
DESCRIPTION:

THE PURPOSE OF THIS PAPER IS TO REVIEW SEVERAL QUANTITATIVE MODELS FOR THE
PROGRAMMING PROCESS. THE BASIS OF THE PARAMETERS IN THESE MODEIS IS A
RATHER CONSIDERABLE AMOUNT OF HISTORICAL WORK THAT HAS BEEN DONE IN THE AREA
OF PROGRAMMING MANAGEMENT. THE PURPOSE OF THE MODELS I$ TO PERMIT RELIABLE
ESTIMATIONS TO BE MADE OF COST, SCHEDULE AND MANPOWER RESOURCES REQUIRED TO
PERFORM A GIVEN PROGRAMMING JOB. A SECONDARY OBJECTIVE OF THE MODELS IS TO
PROVIDE ADEQUATE STANDARDS OF PERFORMANCE BY WHICH PROJECT PERFORMANCE MAY
BE COMPARED AFTER THE FACT. THE PARAMETERS OF THE JOB, PROGRAMMER AND
WORKING ENVIRONMENT ARE REVIEWEV AND THOSE WHICH CORRELATE WITH COST AND
SCHEDULE ARE IDENTIFIED AND RFLATED IN A QUALITATIVE MAANER. (A, ABBR.)
2SP, 3R.

63 PROGRAMMER PRODUCTIVITY
CHAMPINE, G.A., & CARLSON, W.H. PROGRAMMER PRODUCTIVITY (TECHNICAL REPORT).
ROSEVILLE, MINNESOTA: SPERRY-UNIVAC, UNDAT'O.
DESCRIPTION:

ONE OF THE 9EY ISSUES IN MANAOEENT OF SOFTWARE IS THE ESTIMATION,
PREDICTION, AND CONTROL OF PROGRAM4MIN PRODUCTIVITY. THE TOPIC OF
PROGRAMMING PRODUCTIVITY MAY BE DIVIOCO INTO TkH TOPICS OF

IDENTIFICATION OF FACTORS AFFECTINS PRODUCTIVITY
ESTIMATION OF PRODUCTIVIYY FACTORS
PREDICiION OF PROGRAMMING COST AND SýPEDULE
TECHNICAL METHODS CF IMPROVINI FRC•ICTIVIIY
MANAGEMENT TECHNIQUES FOR IMPROVIeG PRODUCTIVITY

EACH OF THESE TOPICS IS REVIEWED WITH RELPECT TO THE LITERATURE, AND CURRENT
PRACTICE AS IT EXISTS IN INDUSTRf Ai I?'• YHE ROSEVILLE DEVELOPMENT CENTER.

A NUMBER OF STATISTICAL STUDIES HAVE BEEN DONE ON PROGRAMMING
PRODUCTIVITY, BUT THEIR USE IN ACTUAL PR"ACTICE HAS BEEN VERY LIMITED.
KtoWEVEFk., PRODUCTIVITY HAS BEEN SUBSTANTIALLY IMPROVED THE LAST FEW YEARS
,:,':tOUGH THE WIDESPRýAD USE OF INTERHCTIVE 7ERMINALS, STRUCTURED PROGRAMMING,
IAPROVED CEBUGGING IOOLS, AND BETTER MANAGLMENI TECHNIQUES. UNFORTUNATELY,
THE ENTIRE ISSUE IS CLOUDED BY THE LACK OF A SCITABLE STANDARD OF MEASURE.
(A)
29P, 24R.
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64 ROLLBACK AND RECOVERY STRATEGIES
CHANDY, K.M. A SURVEY OF ANALYTIC MODELS OF ROLLBACK AND RECCVERY STRATEGIES.
COMPUTER MAGAZINEo MAY 1975, 8(5), 40-47o
DESCRIPTION:

THERE ARE SEVERAL WAYS TO INCREASE SYSTEM RELIABILITY* CHOOSING THE MOST
COST-EFFECTIVE ONE IS NOT EASY, 9UT MODELS SUCH AS THOSE OLTLINED IN THIS
PAPER CAN HELP.

FOLLOWING A BRIEF DISCUSSION OF THE COST-EFFECTIVENESS OF REDUNDANCY
SCHEMES, ATtENTION IS TKEN RESTRICTED TO THE ANALYSIS OF ROLLBACK AND
RECOVERY STRATEGIES. THE DIFFERENT OBJECTIVES AND CONSTRAINTS OF ROLLBACK
AND RECOVERY STRATEGIES ARE DISCUSSED, USING A DATA-BASED SYSTEM AND A
PROCESS-CONTROL SYSIEM AS EXAMPLES. APPROACHES TO MODELING THE ROLLBACK-
RECOVERY PROCiSS ARE PRESENTED, AND THE ANALYSIS Of THREE SPECIFIC MODELS
IS REVIEWED. (0)SP, 5R. .

65 FLOWCHARTING
CHAPIN, N. FLOWCHARTING WITH THE ANSI STANDARD: A TUTORIAL. COMPUTING ft
SURVEYS, 1970.. 2, 119-146.

4" DESCRIPTION:
THE ISO AND ANSI X3.5 STANDARD FLOWCHART SYMBOLS AND THEIR USAGE IN
INFORMATION PROCFSSING ARE EXPLAINED AND EXAMPLES GIVEN. THE TWO RAIN
CATEGORIES OF FLOWCHART -- THE SYSTEM CHART OR RUN DIAGRAM, AND THE FLOW
DIAGRAM OR BLOCK DIAGRAM -- ARE STRESSED. FOR EACH, THE OUTLINE SYMBOLS
AND THEIR MANNER OF USE ARE PRiSENTED, AS WELL AS GUIDELINES AND
CONVENTIONS, SUCH AS CROSS-REFERENCING. IN THE CASE OF FLOW DIAGRAMS,NOTATION IS PRESENTED FOR USE WITHIN THE OUTLINE SYMBOLS.

ZaP, 21R.

66 FLOWCHARTING
CHAPIN, N. NEW FORMAT FOR FLOWCHARTS. SOFTWARE PRACTICE AND EXPERIENCE,
1974, 4, 341-357.
DESCRIPTION:

THIS PAPER PROPOSES A NEW CHART FORMAT AS AN ALTERNATIVE FOR THE FLOW
DIAGRAM VARIETY OF EL04CHART. THIS NEW CHART FORMAT IS MORE INFORMATIVE,
MORE COMPACT AND EASIER TO USE AND DRAW THAN THE ANS FORMAT, AND
FACILITATES MODULARIZATION IN DESIGN AND PROGRAMMING. THE NEW CHART FORMAT
SUPPORTS RESTRICTIONS ON CONTROL TRANSFERS, AND CLEARLY IDENTIFIES THE
CONTROL STRUCTURES USED IN STRUCTURED PROGRAMMING. THE NEW CHART FORMAT
ALSO PERMITS SHOWING MULTIPLE LEVELS OF DETAIL UNAMBIGUOUSLY IN A SINGLE
FLOWCHART, AND ENABLES HIPO CHARTS AND SYSTEM CHARTS TO PE UStFULLY
AUGNENTED. (A)
17P, 12R.
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67 PROGRAM SYNTHESIS
CHATELIN, P. SELF-REDEFINITION AS A PROGRAM MANIPULATION STRATEGY. 1N
PROCEEDINGS OF THE ACM SYMPOSIUM ON ARTIFICIAL INTELLIGENCE AND PROGRAMMING
LANGUAGES, SIGPLAN NOTICES, AUGUST 1977, 12(8), 174-179 (ALSO: SIGART
NEWSLETTER, AUGUST 1977, NO. 64, 174-179).
DESCRIPTION:

THIS IS AN EXPLORATION OF A CONSTIUCTIVE STRATEGY FOR PROGRAM IMPROVEMENT
AND SYNTHESIS. A FIRST PART RECALLS UNFOLDING-FOLDING STYLE OF
MANIPULATIONS INITIATED BY BURSTALL AND DARLINGTON WITH AN APPLICATION
TO PROOFS OF EQUIVALENCE OF CERTAIN FUNCTION COMPOITIONS. SECOND PART.
IN A MORE ABSTRACT WAY. PRESENTS THREE BASIC -FORMS" AND THEIR ASSOCIATED
"TRANSFORMS. CONSTRUCTED WITH THIS STRATEGY IN A H!EPARCHICAL ORDER; THEY
MAY SERVE AS GOALS OF TRANSFORMATIONS. LAST PART ASSOCIATES SELF-
REDEFINITION TO MIXED STRATEGIES FOR PROGRAM COMPOSIrION: SYNiBOL1C MACRO
REPLACEMENT, LOGARITHMIC SPEED UP, RESOLUTION OF FORMAL RECURRENCES. EACH
SITUATION. WHERE TECHNIQUE AND METHOD APPLY, IS DEPICTED ON EXAMPLES AND
OPEN PROBLEMS ARE EVOKED. (A)
6P, I7R.

68 INTELLIGENT TERMINALS

CHEN, T.C. DISTRIBUTED INTELLIGENCE FOR USER-ORIENTED COMPUTING. AFIPS
COnFERENCE PROCEEDINGS, 1972, 41, 1549-1056.

DESCRAPTCON:
THE PRIMITIVES USED BY THE COMPUTER DESIGNER HAVE BLOSSOvMED FROM THE SINGLE
LOGICAL CONNECTIVES OF TWO DECADES ASO, iNTO CHIPS CONTAINiNG THOUSANDS OF

CIRCUITS AND BITS. YET, THE QUANTITATIVE ASPECT OF THi ACHIEVEMENT,
IMPOSING AS IT IS, SY.'%r!ES LESS THAN THE QUALITATIVE INJECTION OF MACHINE
INTELLIGENCE DOWM 1O THE CHIP LEVEL. "ito TWt CCXQUENT FREEDOM TO
DISTRIBUTE COPUPZUNG POWER, MACHT•t DESIGN ENTERS A NE% FRA.

WE ASSERT THAT VERY POWERFUL EXTENSIBLE SYSTEMS. BASED 0! THE LOOSE-
COUPLING OF NESTED AUTONOPOUS NODULES, CAN HARMONIZE WITH THE wkPDWARE
TRENDS AND BE DIRECTED ToWARD HUMIN:'OR!CkiED, INTERPRETIVE COMPUTl'!q. THE
KEY TO PERFORMANCE IS SELF-OPTIMIZATION CONDUCTED THROUGHOUT THE POLYCENTRIC
SYSTEM. (A)
8P, 21R.

69 STRUCTURED PROGRAMMING
CHE46, L.L. ENGINEERING OF QUALITY SOFTWARE SYSTEMS (SOME CASE STUDIES IN
STRUCTURED PROGRAMMING) (REPORT NO. NTR-2648-VOL-6). BEDFORD, MASSACHUSETTS:
MITRE CORP., JANUARY 1975.

-19-



: ts

70 NATURAL LANGUAGE PROGRAMMING
CHODOROW, M.S., A MILLER, L.A. THE INTERPRETATION OF TEMPORAL ORDER IN
COORDINATE CONJUNCTION (TECHRTCAL REPORT NO. RC 6199). YORKTOWN HEIGHTS, NEW
YORK: IBM THOMAS J. WATSON RESEA9CH CENTER, 1976.
DESCRIPTION:

THIS PAPER PROVIDES A NON-CONTEXTUAL &NALYSIS OF THE TEMPORAL ORDER OF
ACTIONS THAT ARE EXPRESSED AS COORDINATELY CONJOINED VERBS. ALTHOUGH
"HE ANALYSIS IS DEVELOPED TO ACCOUNT FOR PhkNOMENA IN A PROCEDURE
SPECIFICATION DOMAIN (THE COOKING RECIPE), ITS PRINCIPLES ARE BELIEVED TO BE
GENERALLY APPLICABLE. COOKING INSTRUCTIONS CONTAIN!NG A PAIR OF CONJOINED
VERBS ARE INTERPRETED AS REQUIRING THE TWO AC11ONt TO OF PERFORMED EITHER
CONSECUTIVELY OR SIMULTANEOUSLY, IF THE ACTIONS ARE COMPATXBLE, THEY MAY BE
EXECUTED SIMULTANEOUSLY; IF THEY ARE INCOMPATIBLE, TREY MUST BE EXECUTED
CONSECUTIVELY. COMPATIBILITY IS DEFINED IN TERMS OF PRECO#EDIIZONS AND
ON-GOING CONDITIONS FOR ACTIONS. CONSECUTIVE ACTIGNS ARE OFTEN
ACCOMPANIED BY INTERACTION EFFECTS WHICH CAN BE ATTRIBUTED TO PARTIALLY OR
INCORRECTLY FULFILLED PRECONDITIONS. PRECONDITIONS AND COMPATIBILITY
PROVIDE THE FRAMEWORK FOR A SUFFICIENT SOLUTION TO ONE TYPE OF INTERACTION
PROBLEM. THE SET OF PRE- AND ON-GOING CONDITIONS FOR AN ACTION IS ENTAILED
BY THE VERB WHICH EXPRESSES THAT ACTION. THIS ENTAILMENT RELATIONSKIP IS
CONSISTENT WITH THE GENERAL REQUIREMENTS FOR A NON-CONTEXTUAL SOLUTION
TO THE INTERPRETATION OF TEMPORAL ORDER. PREVIOUS LINGUISTIC APPROACHES
CANNOT ACCOUNT ;OR SIMULTANEOUS ACTIONS OR FOR INTERACTION PHENOMENA. (A)

71 DESIGN METHODOLOGY
CHU, Y. A METHODOLOGY FOR SOFTWARE ENGINEERING. IEEE TRANSACTIONS ON SOFTWARE
ENGINEERING, 1975, SE-1, 262-270.t
DESCRIPTION:

THIS PAPER PRESENTS A METHODOLOGY FOR SOFTWARE ENGJINEERIPG. THIS
METHODOLOGY RECOGNIZES THE EXISTENCE OF TWO SEPARATE AND DISTINCTIVE
PHASES (ARCHITECTURE AND IMPLEMENTATION) OF A SOFTWARE ENGINEERING TASK.
THESE TWO PHASES ARE INTERFACED BY A FORMALIZE& BUT DESCRIPTIVE DESIGN
SPECIFICATION DESCRIBED BY A LANGUAGE CALLED ADL (ARCHITECTURAL. nESIGN
LANGUAGE). THIS ADL DESCRIPTION WOULD SERVE A SIMILAR PURPOSE AS THAT
SERVED BY THE BLUEPRINT. IMPLEMENTATION CAN THEN Bf ACCOMPLISHED FROM THE
"SOFTWARE BLUEPRINT" IN ANY OF THREE POSSIBILITIES: SOFTWARE, HARDWARE, OR
4ICROWAPE. DESIGN OF A LEXICAL SCANNER IS CHOSEN AS AN EXAMPLE TO
ILLUSTRATE THIS METHODOLOGY. (A)
9P.

72 SOFTWARE ENGINEERING

CLArPP, Joo SOFTWARE ENGINEERING: PROBLEMS AND FUTURE DEVELOPMENTS pEroR
NO,, MTR-2791). BEDFORD, MASSACHUSETTS: MITRE CORP., NOVEMRER 19q4.

SOFTWARE DEVELOPMENT
CLAPP, J.A., & LAPADULA, L.J. ENGINEERING OF QUALITY SOFTWARE SYSTEMS (RýPORT
NO. ATR-2648-VOL-1). BEDFORD, MASSACHUSETIS: MITRE CORP., NOVEMBER 1974.
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74 SOFTWARE DEVELOPMENT PROJCCT MANAGEMENT
CLAPP, J.A., 9 SULLIVAN, J.E. AUTOMATED MONITORING OF SOFTWARE QUALLIT. AFIPS
CONFERENCE PROCEEDIRGS, 1974, 43, 337-341.
DESCRIPTION:

ALTHOUGH SOFTWARE COSTS ARE FREQUENTLI DESCRIBED AS "HIGH," ALL WE REALLY
KNOU FOR SURE IS THAT FOR LARGE SOFTWARE SYST~ilS WE DO NOT KNOW HOW TO
ESTIMATE COST, THE RELATION BETWEEN COST AND QUALITY, OR HOW TO MEASURE
QUALITY. THE PRINCIPAL PROBLEM IS THE LACK OF APPLICABLE MEASURES AND
MEASURE-RELA¢ING THEOREMS THAT WOULD BE USEFUL IN FLNNING ANID CONTROLLING
SOFTWARE DEVELOPMENT. THIS PAPER DESCRIBES SIMON, A PROPOSED AUTOMATED
AID THAT EXTRACTS MEASURES THROUGHOUT THE SOFTWARE IMPLEMENTAYIC.4 EFFORT
AND PROVIDES ANALYSES OF THE DATA TO MANAGERS AND PROGRAMMER'S. (MEA)
5P, 6R.

75 PROGRAMMING LANGUAGES
CLARKE, K.E., & JOHNSON, C.B.C., A COMPARISON OF TIME-SHARING LANGUAGES. TN
MAN-COMPiJTER INTERACTION: PROCEEDINGS OF THE CONFERENCE ON PAN-CONPUTER
INTERACTION, 2-4 SEPTEMBER 1973 (CONFERENCE PUBLICATION NO. 68). LONDON,
ENGLAND: INSTITUTION OF ELECTRICAL ENGINEEPS, 1970, 167-171.
DESCRIPTION:

THIS PAPER IS BASED ON THE AUTHORS' EXPERIENCE USING OVZR A DOZEN TIME-
SHARING SYSTEMS. IT IS CONCERNED WITr THE FACILITIES OFFERED TO THE USER
kATHER THAN THE PROBLEMS OF IMPLESENTATION. ALTHOUGH PRIMARILY CONCERNED
WITH THE PROGRAMMING LANGUAGES IT INCLUDES A SECTION ON SYSTEM COMMA&DS
SIiF• 1HESE AFFECT THE EASE WIY;i USICH A .YSTEM MAY BE USED. THE PAPER IS
BASED ON OFIMIONS FORMED APPRAISING TIME-SHARINA SYSTAMS FROM PRýGRAMMING
IN THE LANGUAGES AND fROM USE MADE OF THE SYSTEMS BY ENGINEERS. (A)

FORTRAN, ALGOL, COSOLl. 8AT JEAN, FIGARO, TELCOMIP, DELTA, POP-2, APL,
AND PL/I ARE LtRIEFLY EVALUATED WIlh RESPECT TO POWER OF THE LANGUAGE,
DEGREE OF TNTERACTION, AND EASE OF LEARNI1o4 (MEA)
5P, OR.

76 SOFTWARE ENGINEERING
COMPUTER MAGAZINE, SPECIAL ISSUE ON SOFTWARE ENGiNECRING, MAY , 8(5).

i•77 STRUCTURED PROGRAMMING
COMPUTER OAFAZINE, SPECIAL ISSUE ON STRUCIURED PHTOGRA THNG, JUNE 1975, t(5).

78 SOFTDARE SESIGNCONWAY, M.E. HOW DO COMMITTEES INVENY'? DATIMATION, APRIL 1966, 14(4), 28-31.
DESCR IPTIOt.:

THE BASIC THESIS OF THIS PAPER IS THAT O09CANIZATIONS THAT DESIGN SYSTEMS
S4ILL NECESSARIL.Y PRODUCE DESIGNS THAT ARE STRUCTURALLY IDENTICAL TO THE

COMMUNICATIO.N STRUCTURES IN 7HESE ORGANIZATIONS. THE IMPLICATIONS O0 THIS
[ACT fOR THE MANAGEAENT OF SYSTE4 DESIGro ARE CONSIDERED, WITH PRIMARY
EMPHASIS ON ORGANIZING THE DESIGN EFFOR', ACCORDING TO THE hEER FOR
COMmUNICATION. (MEA)

4P, 3R.

-21

" " ~I



79 PROGRANKING
COOKE, J.E., I BUNT, R.B. HUMAN ERROR IN PROGRAMMING: THE NEED TO STUDY ThE
INDIVIDUAL PROGRAMMER. INFOR, 1975, 13, 296-307 (ALSO: TECHNICAL REPORT NO.
75.3. SASKATOON, CANADA: UNIVERSITY OF SASKAtOON, DEPARTMENT OF
COMPUTATIONAL SCIENCE, 1973).
DESCR IPTION:

ThLS PAPER DZSCUSSES THE PROBLEM OF HUMAN ERROR IN PROGRAMMING, AND SUGGESTS
THE IMPORTANCE OF 'LMPIRICAL VALIDATION oF THE ;EFFECTIVEINESS 0F NEW STYLEZ
OR TECHNIQUES, SUCH AS THOSE GENERALLY CONSIDERED AS THE COPPOMFNTS OF
"STRUCTURED PROGRAMMING." AS A COMPLEMENT TO S'7DIES OF GROUPS Ov
PROGRAmmERS, IT IS SUGGESTED YNAT STUDIES ARF jEEDED WHICH CONCEkl'RATE ON
THE INFORMATION-.'AOCESSING LIAITATIOIWS Of HUMAN PROGRAMMERS.

FOLLOJING A REkilt OF RELEVANT LITERATURE FROM OTHER DISCIPLINES,
EYE-MOVEMENTS, PERCEPTION AND SHORT-TERM MEMORY ARE IDENTIFIED AS RELEVANT
TO THE PFDRLEM OF READING AND UNDERSDTANDING A PROGRAM. A POSSIBLE
EXPEPIMERTAL APPROACH THAT MIGHT ANSWER A NUMBER OF CURRENT QUESTIONS APOUT
PROG3AM STRUCTURE AS SUGGES T CD. (A)

PROGRAAMING
COOKE, L.I., JR. PROGRkt'•ING TIME VS. RUNNING TIME. DATAMATION, DECEM3ER
1974, 20(12), S6-S5.
DESCRIPTION:

A BRIEF CXPERIRENTAL STUDY IS REORTED IN WHICH SIX PROCRAXNERS PROGRAMMED
AND EXECUTED A PROCEDURE IN FOUR DIFFERENT PROGRAMMING LANGUAGES. HIGKER-
ORDER INTERPRNTIVE LANGUAGES REQUIRFD LESS DEVELOPPENT TIflE AND MORE
EXECUTION T114E THAN DID LESS POWERFUL COMPILER LANGUAGES. THE TRADE-OFF I
9ETWEEN DEVELOPMENT COST AND EXECUTION COST IS DISCUSSED. (HRR)
3P, 3R.

e• CHIEF PROGRAMMER TEAMS
COOKE, L.H., JR. THE CHIEF PROGRAMMER TEA4 ADMINISTRATOR. DATANATION, JUNE
1976, 22(6). 85-86.
DESCRIPTIOh:

THE CHIEF PROGRAMMERILIBRARIAN TEAM CONCEPT HAS BEEt USED WIDELY AND WITH
GOOD SUCCESS SINCE ITS INTRODUCTION. WITHNIN DIrFERENT PROJECTS AND
ORGANIZATIONS, THE ROLE OF THE LIBRAVIAN IS FLEXIBLE AND GENEPALLY
CONSIDEREO THE LEAST IMPORTANT JOB. FNRICHING THE ROLE OF THE LICRARAN NOT
ONL7 INSURES MORF PERSONAL SATISFACTION BUT ALSO INCREASES PROGRAMMING *

PRODUCTIVITY. THIS PAPER PROPOSES TPAX THE TERM -PROJECT ADMINISTRATOR"
REPLACES THAT OF "I.IBRARIAN" ANO THAT TH15 INDIVIDUAL ASSUME SOPE Of THE
DUTIES FORMIERLY ALLOCATED TO THE CHIEF PROGRAMMER, (REA)
2P, -R.

-Is
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82 SOFTWARE MAINTENANCE
CORPOkATION FOR INFORMATION SYSTEMS RESEARCH AND DEVELOPPENTICIRAD. A STUDY Of
FUNDAMENYAL FACTORS UNDERLYING SOFTWARE MAINTENANCE PROBLEMS (VOLS. 1 2)
(REOORT NO. £SD-TR-?2-121). L.G. HANSCOM FIELD# BEOFOROD MASSACHUSETTS: HG
ELECTRONIC SISTERS DIVISION (AFSC), DEPUTY roR COMMAND AND MAkAGEMENT SYSTEM%,
1971 (NTIS NOS. AD 739479 AND AS 739872)
DESCRIPTION:

"PROBLEMS FACED BY PROGRAMMERS WHO MUST OIN•T?. PROGRAMS S-WkRNE ELSE
UROTEO ULRE IDENTIFIED. THEY WERE AEOUCE4 TO THREE FUIDARENIAL IHHISITING
FACTORS: (1) THE LIMITED RATE AT WHICH PEOPLE CAN MAZE RELEVANCE TESTS,*
(2) OVER-COF IR*ATION IN CLUES RE2UTRED BEFORE HYPOTNESIS-TESTlkG, AND (3)
HUMAN VUL;;BILZTY TO DISTRACTION AND PROCflASTINATION. STUDIES SUGGESTED
COLLECTIVELY BY THESE FACTORS WERE CONDUCTED. THE STUDIES (1) ASCERTAINED
THAT PROGRAMMERS T END TO THINK 1" TERMS OF CONCEPTUAL GROUPINGS UNOSE
OBJECTIVE IDENTIFICATION WOULO BE HELPFUL, Q) INDICATED THAT !T WAS
FEASIBLE TO TRACE TME PATH THE PROGRAMMER ifS AS HE PREPARES TO MAKE A
MODZFICATION. AND (3) IDENTIFIeD A FEW TENTATIVE hEASURES OF THE DEGREE OF
MAINTAINABILITY OF COAPUTER PROGRAMS. (A)
142P, "4R.

83 SYSTEM ANALYSIS TECHNIQUES
COU&GER, J.D., & KNAPP, R.W. (EDS.) SYSTEM ANALTS!S TECHNIQUES. NEW YORK,
NEd YORK: WILEY, 1974.

S4 ýOFTWARE RELI21L|TY
CRANDON, L.H., 9 ANDERSON, P.S. COMPUTER PROGRAR RELIABILITY. COMPUTEIS AND
PEOPLE, JULf 1974, 23, PP. 18-22; 4i.

4S SOFTVARE RELTABILITY
CULPEPPER. L.M. A SYSTEM FOR RELIABLE ENGINEERING SOFTWAVE. IEEE TRANSACTIONS
ON SOFTWARE ENGINEERING, 1975, SE-i. 174-17P.
DESCRIPTION:

4UCH OF THE SOFTWA4E LoEVELOPED TO SUPPORT ENGINEERING DESIGN CALCULATIONS IS
PRODUCED SY PERSONS WHOSE PRIMARY SKILL IS NOT THAT OF COMPUTER SCIENTIST.
SOfTwARF VALIDATION TECHNIQUES SUITABLE FOR USf BY THESE EOGINEER-
PROERAMMERS HAVE BEEN UNDER INVESTIGATION BY THE NAVY AS PART OF A PROJECT
DESIGNED TO INCREASE THE RELIABILITY,, USABILITY, AID PrRTABILITY OF
ENGINEERING DESIGN SOFTWARE. THIS PAPER DESCRIBES THE GOALS AND RESULTS
Of THE PROJECT AND DESCRIBES THE SOFI1VRE VALIDATION PROCESS WHICH WAS
DEVELOFED. A SOFTWARE VALIDATION TOOL 'HICH WAS PRODUCED DURING THE PROJtCT

IS DESCR18ED AND COMPARED WITH SEVZRaL OTHER 10OLS. SOME 10EAS $OR FURTHEIR
WORK ARE SUGGESTED. (A?
SP, 17R.

86 PROGRAIMING, GENERAL
O*AGAPAYEFF, A. PROGRAMMING: THE UNWANTED, UNLOVtD PROFESSION. COMPUTERS AND
PEOPLE, 5477, 26, 1l-12.

pP .-0ENT OF SOFT*ARf DEVELOPMENT
DALY, E.a. RANAPERENT OF SOFTOArE DEVELOPMeNt. IEEE TRANSACTIONS ON
SOFTWARE INGINEERINGi 117'. SZ-3, 23I-242.
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B8 PROGRAMMING TOOLS
DAVIS, ft. GENERALIZED PROCEDURE CALLING AND CONTENT-DIRECTED INVOCATION.
IN PROCEEDINGS Of THE ACK SYMPOSIUM ON ARTIFICIAL INTELLIGENWC AND PROGRAMMING
LANGUAGES, SI6PLAN NOTICEM, AUGUST 1977, M2(8), 45-54 (ALSO: SIGART NEbSLETTER#
AUGUST 19?7?. NO. 64, 4S5S4).
DESCRIPTION:

WE SUGGEST THAT THE CONCEPT OF A STRATEGY CAN PROFITABLY BE VIEWED AS
KNOWLEDGE ABOUT HOW TO SWLECT FROM AMONG A SET OF PLAUSIBLY USEFUL
KNOWLEDGE SOURCESo AND EXPLORE THE FRAMEWORK F0 KNOWLEDGE ORG6NIZATION
WHICH THI$ IMPLIES. OE DESCRIBE META RULES, A lEANS Of ENCODNG
STRATEGIES THAT HAS BEEN IMPLEMENTED IN A PROgRAM CALLED TEIiESIAS, AND
EXPLORE THEIR UTILITY AND CONTRIBUTION TO PROBLEM SOLVING PYRFORPANCE.

META RULES ARE ALSO CONZIOSREt IN THE BROADEIR CONTEXT O A TOOL FOR
PROGRAMMING. WE SHOW THAT TNEY C€N BE CONSIDERED A PEDIUP FOR EXPRESSING
THE CVITERIA FOR RETRIEVAL OF KNOWLEDGE SOURCES IN A PROARAP, AND HENCE, CAN
9E USED TO DEFINE CONTROL REGiHES. THE UTILITY OF THIS AS A PROGRAMMING
4ECHANISM IS CONSIDERED.

FINALLY. WE DESCRIBE THE TECHNIQUE OF CONTENT-DIRECTED INVOCATION USED
8Y META RULES, ANO CONSIDER ITS USE AS A WAY OF IPLSMENTING STRATEGIES. IT
IS ALSO CONSIDERED IN HISTORICAL PERSPECTIVE AS A KNOWLEDGE SOURCE
!wIATIGU. TECnivIUE, AND ITS ADOANTA;! OVER SOME EXISTING MECHANISMS LIKE
GOAL-DIRECTED INVOCATION I3 CCNSIDERED. (A)
lOP. 24R.

f9 PROGRAAMING LANGUAGES
DE KLEER, J., DOYLE, J., STEELE, G.L., JR., 9 SUSSMAN, G.J. AMORD: EXPLICIT
CONtROL OF REASONING. IN PROCEEDI1GS 0 THE ACM SYMPOSIUM ON ARTIFICIAL
INTELLIGENCE ANO PROGRAMMING LANGUAGES, SIGPLAN NOTICESI, AUCUST 1977, 12(8),
116-125 (ALSO: SIGART NEWSLETTER, AUGUST 1977, MO. 68, 116-125).
""OSCRIPTIOk

THE CONSTRUCTION OF EXPERT lvRO8LEM-S3LVIWG SYSTEMS REQUIRES THE DEVELOPMEkT
OF TECHNIQUES FOR USIN6 MODULAR REPRESEiTATIONS Of KNOWLEDGE WITHOUT
ENCOUNTERING C0NRINA7ORIAL EXPLOSIONS ,N THE SOLUTION EFFORT. THIS REPORT 4
DESCRIBES AN APPROACS VI DEALING 4ITH THIS PROBLEm BASED ON MAKING SOME
KNOQLtDGE WhICH 15 USUALLY IMPLICITLY PRT OF AN EXPERT PROBLEM SOLVER
EXPLICIT, ltUS ALLOWING THIS KNOWLEDGE ABOUT CONTROL TO BE WANIPULATED AND
REASONED ABUUT. THE BASIC COMPONENTS OF THIS APPROAIH INVOLVE USING
EXPLICIT REPRESENTATIONS OF THE CON7>OL STRUCTURE OF THE PROeLEP SOLVER, AND
LINKING THIS AND OTHER *4OWLEDGE MANIPULATED BY THE 1EXPERT BY MEANS OF
EXPLICIT DATA DEPENDENCIES.
lOP. 14R.

9.0 PROGRAMMING
DEREMER, F., 6 KRON. H. PROGRARVIING-IN-THE-LARGE VS. PROGRAMMING-IN-THE-SMALL.
fN PROCEEDINGS, INTERNATIONAL CONFERENCE O RELIABLE SOFTWARE, 21-23 APRIL
1975, LOS ANGELES, CALIFORmIA (ALSO: SIGPLAN NOTICES, JUNE 1975, IC(6), 114-
121).
DESCRIPTION:

TKE ACTIVITY OF WRITtNG LARGE PROSRAMS IS DYSIUINAUHED FROM THAT OF WRITING
S14ALL ONES. LARGE PlROGRAMS ARE DEeýINED AS SYSTF13S 4;O?3ISTIH OF MANY SMALL
PROGRAMS nODULES). POSSIBLy WRITTEN BY DIFFERENT PlEOPLE. LANGUAGES FOR
PROGRAM14iG-IN-THE-SMALL, I.E., LAkGUAGES NOT UNLIKE THE COMMON PROGRAMMING
LANGUAGES OF TODAY, ARE NEEDED FOR WRITING MODULES. ALSO kEEDED IS A
"MODULE INTERCONNECTION LANGUAGE" FOR XNITTIiG THOSE MODULES TOGETHER INI•
AN INTEGRATED WHOLE AND FOR PROVIODiHG AN OVEn1VIEW IIHAT FORMALLY RECORDS
THE INTENT OF THE PROGRAMMER(S) AND THAT CAN BE CH;ICKED FOR CCNSISTENCY
BY A COMPILER, THIS PAPER EXPLORES THE SOFTWARE RELIABILITV ASPECTS OF
SUCH AN INTERCONNECTION LANGUAGE. EMPHASIS IS PLACED ON FACILITIES FOR
INFORKATIO4 HI0DIG AND FOR DEFINING LAYERS OF VIRTUAL MACHINES. CA)
Rtv, 20iR.
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91 PntOGRAMMING
DIJKSTRA, E.W. PROGRAMMIhG CONS!DERED AS A HUMAN ACTIVITY. IN PROCEZDINGS OF
THE IFIP, 1965, 1, 213-217.
DESCRIPTIOW:

THE PURPOSE OF THIS PAPER IS TO DEVELOP A BETTER UNDERSTANDING; OF THE
NATURE OF THE QUALITY OF PROGRAMS AND THE LANGUAGES IN WHICH THE~Y ARE
EXPRESSED. THIS PAPER COIPSIDERS THE EFFECTS OF BOTH CLARITY AND EFFICIENCY
OF DIFFERENT PROGRAM STRUCTURES AND ALGORITHMIC LANGUAGE PROPERTIES. (MEA)
SP, OR.

9? PROJGRAMMING
LDIJICSTRA, E.W. THE HUMBLE PROECRAMMER. COMMUNICATIONS OF THE.ACM, t972, 15,
859-866.
0J.SCRIPTION:

THIS ARTICLE PRESENTS A BR~IEF REVIEW OF THE HIL.TORV Or PROGRAM4MING VIA FIVJE
'MILESTONE' PROJECTS -- M4AINLY THIE INT9'ODUCTION OF SEVERAL PROGRAMMING
LANGUAGES. HARDWARE LIMITATIONS IN EARLY MACHINES RESULTED IN PROGRAMMERS
RELYING ON A VARIETY OF tCLEVER TRICKS.' A CHIEf CONSIDERATION OF EARLY
PROGRAMMING WAS THE OPTIMIZATION Of COMPliYATIONAL EFFICIENCY. THE
'INTRODUCTION OF BETTER MARDWRE HAý ONLY EXPANDýD THE USE Of CLiVER TRICKS
TO THE POINT THAT WE NOW FACE A CRiSIS, SIX ARGUMENTS ARE PRESENTEED T0
ALVOCATE A REVERSAL IN THIS TREND AND LEAD TO A REVOLUTION IN SOFTWARE
DEVELOPMENT, A $HUMBLE PROGRAMMER$ SHOULD APPROACH A TASK WITH FULL
APP~RECIATION OF ITS DIFFICULTY, USE MODDEST AND ELEGANT PROGRAMMING
LAKGUAGES, AND RESPECT THE LIMITATIONS OF THE HUMAN M-Nt. (6CC)
SP, 6R.

93 PRCGRAMAING

DIJKSTRA, E.W. A DISCIPLINE OF PROGRAMMING. ENGLEWOOD CLIFFS, NEW JERSEY:

ii91. APPRCPRIAIL PROPERTIES OF TIME-4HARING SYSTEPS
DOHERTY, W.I., THOMPSON, C.H., & BOlES, S.J. AN ANALYSIS OF INTERACTIVE SYSTEM
USAGE WITH RESPECT TO SO7T9ARE, LINGUISTIO', AND SCHECrULING ATTRIBUTES. IN
PRICEEDING. OF THE 1972 IN-1K:4ATIONAL CONFERENCE ON CYBERNETIC5s AND SOCIETY.
NE. YORK.: 14STITUTE OF ELECTRICAL AND ELECTPCNIZ'S FINGINEERS, INC., 1972,
113-119 (ALSO TECHNICAL REPORT RC-30 14, IBM. WATSON RESkARCH CENTZR, Y;;RKTOWN
HEIGHTS, 4Y,. 1972).DECIiIN

A OUALITY INTERACTIVE SYSTEM SHOULD ENHANCE A PERSC4d'S ABILITY TO DO WORK
IN A SATISFYING AND EFFICIENT MANNER. iHIS PAPER IS ORGANIZtD AROUND
THREE ASPrCTS Of' QUALITY FOR AN INTERACTIVE SYSTEq4. WE. WILL PREISENY OUR
EXPERIENCE~ WITM4 RESPECT TO (1) THE FUACTIONS (SOFTWRE; WHICW SHOULD BE
INCLUDED IN AN JNYERACTIVE SYSTEM, (2) )HE TECHNIQUES REeUlREO TO ACHIEVE
AND nMAII.TAIN USEA SA71SFACTION AND (3) THE t7ECHNIOUES NECESSARY FOR
EFEECTIVi IN-STALLATIO'N MANAGEMENT. Ti!E IMPORTANC'- OF EDITING, THE PROBLEKS
OF O)N-LIN4E DATA 14ANAGEMENT, AND RESPrNSE TIME CORRELAlIONS TO USER BEHAVIOR
ARE ZORE 01' THE VEY FINDINCES PQESENTEC HERE. OUP OBSERVATION THAT
INTERACTIVE SYSTEMS ARE EVOLUTIONARY IN NATURE, CONTINUALLY REFLECTING TIC-
GROWTH OF NEw APPLICATIONS, NEW HAFPDWARE, AND NEW UNDERSTARDING OF WHAT IS
POSSIBLE, IKPLIES THAT PROVISIONS MUST AE MADE FOR CONTROLLING AND
NOURISHING 1THIS 9ROWTH IN A STI14ULATING AND RESPONSIVE WAY. (A)
?P, bOR.



95 STRUCTURED PROGRAMMINGSDONALDSON, J.R. STRUCTURED PROGRAMMING. DATAMATION, DECEMBER 1973, 19(l),

52-54.
DESCRIPTION:

RECENT SHIFTS IN EMPHASIS HAVE OCCURRED IN THE FIELD OF SOFTWARE
DEVELOPMENT. THE PRIMARY REQUIREMENT TO BE MET IN SOFTWARE DEVELOPMENT HAS
ALWAYS BEEN TO PERFORM THE FUNCTION SPECIFIED FeR TAE SOFTWARE. BUT, VHERE

R, AT ONE TIME SECONDARY EMPHASIS WfS PLACED ONLY ON SOFTWARE FFFICIENCY,
TODAY THREE OTHER FACTORS ARE RECOGNIZED AS REQUIRINC SPECIAL EMPHASIS --
RELIABILITY, MAINTAINABILITY, ANO EXTENSIBILITY. SOFTWARE MAINTENANCE AND
MODIFICATION ACCOUNT FOR A SUBSTANTIAL PORTION OF SiFTWARK EXPENDITURES.
THIS CAN BE COUNTERACTED BY DESIGNING AND IMPLEMENTING SOFTWARE IN A WAV
THAT MINIMIZES ERRORS AND MIXIRIZES MODIFIABILITY. (A, ABBR.)
3P, OR.

96 DATA ORGANIZATION
DURDING, B.M., BECKER, C.A., & GOULD, JD. DATA ORGANIZATION. HUMAN FACTORS,
197?, 19, 1-14.
DESCRIPTION:

THREE EXPERIMENTS INVESTIGATED HOW PEOPLE ORGANIZE DATA. SUBJECTS WERE
GIVEN SETS OF 15-20 WORDS AND ASKED TO ORGANIZE THEM ON PAPER. EACH WORD
SET HAD A PRE-DEFINED ORGANIZATION (HMERARCHY, NETWORK, LISTS, TABLE) SASED
ON THE SEMANTIC RELATIONS ANO)G THE WORDS. EXPERIMENT I SHOWED THAT COLLEGE
STUDENTS HAVE ALL THESE ORGANIZATIONAL STRUCTURES AVAILABLE FOR USE. THEY
ORGANIZED POST WORD SETS ON THE BASIS OF TMF SEMANTIC RELATIONS INHERENT IN
THEM. WHEREAS MOST SUBJECTS USED "APPROPRIATE" ORGANIZATIONS (THOSE THAT
MOST EASILY PRESERVED THE RELATIONS), A FEW SUBJECTS ORGANIZED NEARLY ALL
WORD SETS INTO LISTS. EXPERIMERT 2 SHOWED THAT SUBJECTS CAN EFFICIENTLY
FIT THE WORD SETS INTO "SKELETONS" THAT WERE EXPLICITLY DESIGNED TO
MAINTAIN ALL THE SEMANTIC RELATIONS AMONG THE WORDS. EXPERIMENT 3 SHOWEDTHAT SUBJECTS HAVE DIFFICULTY IN PRESERVING THE RELATIONS APONG THE WORDS
WHEN THEY WERE REQUIRED TO ORGANIZE THEM INTO INAPPROPRIATE STRUCTURES.
THESE RESULTS ARE EVALUATED RELATIVE TO THE USE OF COMPUTER-BASED
INFORMATION RETRIEVAL SYSTEMS. (A)

97 PROGRAMMING LANGUAGES
ELSHOFF, J.L. AN ANALYSIS OF St)ME COMMERCIAL PL/1 PROGRAMS. IEEE TRANSACTIONS
ON SOFTWARE ENGINEERING, 1976, SE-2, 113-12G.

98 SOFTWARE PHYSICS
1ELSHOFF, J.L. MEASURING I AMERC:AL I-L/I PROGRAMS USING HALSTEADIS ERITERIA.
SIGPLAN NOTICES, MAY 1976, 11(5), 38-46.
DESCRIPTION:

THE CORRELATION BETWEEN NO (OBSERVED LENGTH) AND NC (CALCULATED LENGTH BASED
OF HAL;TEADOS "MENTAL EFFORT" METRIC) OF 120 NON-STRUCTURED PROGRAMS WAS
FOUND TO BE .976. CORRELATION BETWEEN NO AND NC FOR 32 STRUCTURED PROGRAMS
WAS .985. FOR NON-STRUCTURED PROGRAMS, THE AVERAGE DIFFERENCE BETWEEN NO
AND NC WAS -1&6; FOR STRUCTURED PROGRAMS, THIS VALUE WAS 215. THIS IMPL:ES
THAT IT IS POSSIBLE TO PREDtCT THE STRUCTURE )F A PROGRAM BY THE DIRECTION
AND MAGNITUDE OF THE DIFFERENCE RETWEEN NO AND &C. (0)
QP, ICR.
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99 SOFTWARE METRICS
ELSHOFf., J.L. A NUMERICAL PROFILE OF COMMERCIAL PL/I PROGRAflS. SOFTWARE:
PRACTICiE AND EXPERIENCED 1976, 6, 505-52S.
DESCRIPIýIOh:

A SAPIPLE OF 120 PRODUCTION PL/I PROGRAMS FROM SEVERAL CORHERCIAL COMPUTING
INSIALLATIONS HAS BEEN STUDIED* DATA ABOUT THE PROGRAMS IN THE SAMPLE HAS
SEEN EXTRACTED BY A PL/I SCANNING PROGRAM. THE STATISTICAL RESULTS OF THE
STUDY ARE PRESENTED IN THIS DOCUMENT.

794 PAPER CONCENTRATES ON STATISTICAL DATA AND NOT ON GENERAL
CONCLUSIONS. THE DATA ARE ONLY INTERPRETED TO THE EXTENT THAT IT IS NOT
ILL-DEFINED AND VSLEADING. THE DATA PROFILE THE USE OF BASIC PL/I
ELEMENTS AND THE ,'TRUCTURE OF PROGRAMS WRITTEN IN PLII. THE READER OF THIS
REPOI1 WILL GET A eETTER UNDERSTANDING OF HOW PL1/ HAS BEEN USED IN THE
COMMERCIAL ENVIRONMENT UP TO 1974, (A)
2IP, 5N.

130 STRUCTURED PROGRAMMING
ELSHOFF, J.L. THE INFLUENCE OF STRUCT11RED PROGRAPPING ON PL/i PROGRAM
PROFILES (RESEARCH PUBLICATIOk. NO. GMF-2011). WARREN, MICHIGAN: GENERAL MOTORS
CORP., JANUARY 1976.
DESCRIPTIOhs:

TWO SETS OF COMMERCIAL PL/I PROGRAMS ARE STUDIED. THE SETS REPRESENT
PROGRANRING PRACTICE BEFORE AND AFTER THE INTRODUCTION OF STRUCTURED
PROGRANMMNG TECHniQUES. THE USE OF STRUCTURED PROGRAMAING IS FOUND TO MAKE
A MEASURABLE DIFFERENCE IN THE QUALITY OF PROGRAMS. A FEW MINOR CHANGES
IN THE U$E OF THE PL/I PROGRAMMING LANGUAGE ARE NOTED. SUBSTANTIAL
MODIFICATIONS 10 THE CONTROL STRUCTURE OF THE PROGRAMS ARE MEASURED. ALSO,
SOME I1PROVERENTS IN THE QUALITATIVE ASPECTS OF THE PROGRAPS APE DISCUSSED.
ALTvOUGP T3E PROGRAMS ARE MUCH IMPROVED, FURTHER ALTERATIONS CAN MAKE THE
PROGRAMS STILL BETTER. THE AUTHOR CONCLULES THAT THE TIME AND TRAINING
RteUIRED TO INTRODUCE STRUCTURED PROGRAMPING TECHNIQUES TO P(IGRARMERS WILL
iEGIN PAYING 0IVIDENDS IN THE FORM OF BETTER PROGRAMS WITHIN SIX MONTHS.
CA)
I7P, SR.

1"1 DEBUGGING
ENASIT, R.S. A NEW APPROACH TO ON-LINE, RUN-TIME PROGRAM LOGIC AND ERROR
DEUGGIUnG USING HARDWARE IMPLEMENTATION. BEHAVIORAL RESEARCH METHODS
INSTRUMENTATION, 197G, 2, 33-3?.
DESCRIPTIOh:

WHAT IS BELIEVED TO Si A SOMEWHAT DIFFEHENT APPROACH TO RAPID PROGRAM
P8UGGING HAS BEEN DEVISED IN WHICH: (M) EXECUTION OF THE PROGRAPNERIS
LOGICAL THINKING IS AUTOMATICALLY DEBUGGED PY THE COMPUTER AT RUN TIRE
4ND (2) STATUS ERRORS OF ANY TYPE MAY BE FED BACK INTO THE COMPUTER, WHICH
SUBSEQUENI'L OUTPUTS THE IMMEDIATE STEPS LEADING TO THAT ERROR. DEBUGGING
IS CARRIED OUT BY THE COMPUTER ON AN INSTRUCTION-BY-INSTRUCTION BASIS,
ON-LINE, WITH ALL 09 SELECTED INTERRUPTS SERVICED. A HARDUARE-SOFTWARE
IMPLEMENTATION PACKAGE FOR THE POP-8 IS DESCRIBED, WHICH COULD BE ADAPTED
TO OTHER COMPUTERS AS UELL. (A)



A& -77 -- 7

S12 ERRORS
ENDRES, A. AN ANALYSIS OF ERRORS AND THEIR CAUSES IN SYSTEM PROGRAMS. IEEE
TRANSACTIONS ON SOFTWARE ENGINEERING, 1975, SE-I, 140-149 (ALSO IN
PROCEEDINGS, INTERNATIONAL CONFERENCE ON RELIABLE SOFTWARE, 21-23 APRIL 1975.
SISPLAN NOTICES, JUNE 1975, 10(6), 327-336).
DESCRIPTION:

PROGRAM ERRORS DETECTED DURING INTERNAL TESTING OF THE OPERATING SYSTEM
DOS/VS FORM THE BASIS FOR AN INVESTIGATION OF ERROR DISTRIBUTIONS IN SYSTEM
PROGRAMS. USING A CLASSIFICATION OF THE ERRORS ACCORDING TO VARIOUS
ATTRIBUTES, CONCLUSIONS CAN BE DRAWN CONCERNING THE POSSIBLE CAUSES OF THESE
ERRORS. THE INFORMATION THUS OBTAINED IS APPLIED IN A DISCUSSION OF THE
MOST EFFECTIVE METHOVS FOR THE DETECTION AND PREVENTION OF ERRORS. (A)
lOP, SR.

1C3 SOFTWARC DEVELOPMENT
ENGLEMAN, C. ENGINEERING OF QUALITY SOFTWARE SYSTEMS (TOWARD AN ANALYSIS OF THE
LISP PROGRAMRING LANGUAGE) (REPORT NUMBER MTR-2648-VOL-4). BEDFORD,
MASSACHUSETTS: PITRE CORP., JANUARY 1975.

41
1:4 DEbUGGING

ERICKSON, W.J. A PILOT STUDY OF INTERACTIVE VERSUS NONINTERACTIVE DEBUGGING
(SDC TECHNICAL REPORT R0. TM-3296). SANIA MONICA, CALIFORNIA: SYSTEM
DEVELOPMENT CORP., DECEMBEQ 1966.

1'S MEASUREMENT OF TIME-SHARING PERFORMANCE
EVANS, R.C., & MILLER, L.A. STARCAT: A SYSTEM TO ANALYZE INTERACTIVE CMS
PERFORMANCE (TECHNICAL REPORT RC-?072). YORKTOWN HEIGKTS, NEW YORK: IBM
WATSON RESEARCh CENTER, APRIL 1978.

116 INTERACTIVE DEBUGGING
EVANS, TeG., & DARLEY, D.L. ON-LINE DEBUGGING TECHNIQUES: A SURVEY. AFIPS
CONFERENCE PROCEEDINGS, 1966, 29, 37-50.
DESCRIPTION:

THIS PAPER IS A SURVEY OF ON-LINE DEBUGGING TECHNIQUES. FIRST, WE INTRODUCE
THE READER WHO IS UNFAMILIAR WITH ON-LINE DEBUGGING TO THE CAPABILITIES OF
CURRENTLY AVAILABLE SYSTEMS AND THEN CONSIDER IN SOME DETAIL THE. MOST
IMPORTANT FEATURES OF THESE SYSTEMS. SECOND, UE WILL CONSIDER THE PRINCIPAL
FEATURES OF PAST AND PRESENT ON-LINE DEBUGGING SYSTEMS, TOGETHER WITH 4
REMARKS ON IMPLEMENTATION, DISPLAYS, COMPILER CONSTRUCTION, AND HARDWARE.
ANNOTATED EXAMPLES OF CURRENT ON-LINE DEBUGGING METHODS ARE PRESENTED FOR
ILLUSTRATION. (REA)
14P, 28R.
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107 PROGRAMMING LANGUAGES
EVERSHED, oG.., & RIPPON, G.E. HIGH LEVEL LANGUAGES FOR LOW LiVEL USERS.
COMPUTER JOURNAL, 1971, 14, 87-90.
DESCRIPTION:

DESPITE THE PRESENCE OF "HIGH LEVEL" LANGUAGES, A COMMUNICATION BARRIER
STILL EXISTS BETWEEN THE MAJORITY OF PEOPLE AND COMPUTERS. THIS PAPER

¶ SUGGESTS HOW SOME PRESENT COMPUTER LANGUAGES MAY BE IMPROVED, AND ATTEMPTS
TO JUSTIFY THE APPLICATION OF INCREASED EFFORT TO THIS SUBJECT. (A)

FOUR AREAS THAT COULD LEAD TO REDUCING THE ERRORS INDUCED BY PRESENT
HIGH LEVEL LANGUAGES ARE CONSIDERED. THESE AREAS ARE I10 ROUTINES, GENERAL
COMPUTING INSTRUCTIONS, ERROR REPORTING, AND A CONVERSATIONAL MODE O0 USE.
THE INCREASING NUMBER OF OCCASIONAL COMPUTER USERS PROVIDES ECONOMIC
JUSTIFICATION FOR IMPROVING PROGRAMMING LANGUAGES. (MEA)
4P, OR.

1,8 PROGRAMMING
FAGAN, A. OESIGN AND CODE INSPECTIONS. IaM ,YSTEMS JOURNAL, 1976, 15(3),
182-211.
DESCRIPTION:

SUBSTANTIAL NET IMPROVEMENTS IN PROGRPMMING QUALITY AND PRODUCTIVITY HAVE
BEEN OBTAINED THROUGH THE USE OF FORMAL iNSPECTIONS OF DESIGN AND OF CODE.
IMPROVEMENTS ARE MADE POSSIBLE BY A SYSTEMATIC AND EFFICIENT DESIGN AND
CODE VERIFICATION PROCESS WITH WELL-DEFINED ROLES FOR INSPECTION
PARTICIPANIS. THE MANNER IN WHICH INSPECTION DATA IS CATEGORIED AND
4ADE SUITABLE FOR PROCESS ANALYSIS IS AN IMPORTANT FACTOR IN ATTAINING
THE IMPROVEMENTS. IT IS SHOWN THAT BY USING INSPECTION RESULTS, A MECHANISMi4 FOR INITIAL ERROR REDUCTION FOLLOWED BY EVER-IPPROVING ERROR RATES CAN BEt ACHIEVED. (A)
30P, 9R.

1.9 PROGRAM TESTING
FAGAN, M.E. INSPECTING SOFTWARF DESIGN AND CODE. DATAMATION, OCTOBER 1977,
23(1')), PP. 133-135; 138; 142-144.
DESCRIPTION:

SUCCESSFUL MA;.-.:ZENT OF ANY PROCESS REQUIRES PLANNING, MEASUREMENT, AND
CONTROL. IN PROGRAM DEVELOPMENT, THESE REQUIREMENTS TRANSLATE INTO DEFINING
THE PROGRAMMING PROCESS IN TERMS OF A SERIES OF PPERATIONS, EACH HAVING IIS
OWN EXIT CRITERIA. NEXT THERE MUST BE SOME MEANS OF MEASURING COMPLETENESS
OF THE PRODUCT AT ANY POINT OF ITS DEVELOPMENT BY INSPECTIONS AND TESTtNG.
AND FINALLY, THE MEASURED DATA MUST BE USED FOR CONTROLLING THE PROCESS.

DESIGN AND CODE INSPECTIONS HAVE BEEN APPLIED SUCCESSFULLY I% SEVEEAL
PROGRAMMING PROJECTS, BO1H LARGE AND SMALL, AND INCLUDING SYSTEMS AND
APPLICATIONS PROGRAMS. THEY HAVE NOT BEEN FOUND TO "GET IN THE WAY" OF
PROGRAMMING, BUT INSTEAD ENABLED HIGHER PREDICTABILITY THAN OTHER MEANS
AND IMPROVED PRODUCTIVITY AND PRODUCT QUALITY. (A)
6P, DR.

110 SOFTWARE ENGINEERING
FAIRLEY, R.E. AN EXPERIMENTAL PROGRAM-TESTING FACILIIY. IEEE TRANSACTIONS ON
SOFTWARE ENGINEERING, 1975, SE-1, 350-357.
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SOFTWARE PHYSICS
FITZSIMMONS, A., & LOVE, L.T. A REVIEW AND CRITIQUE OF HALSTEADIS THEORY OF

SOFTWARE PHYSICS iTECHNICAL REPORT NO., 761SP004). ARLINGTON, VIRGINIA: GENERAL
ELECTRIC COMPANY, 1976.
DESCRIPTION:

DURING RECENT YEARS, THERE HAVE BEEN AN INCREASING NUMBER OF ATTEMPTS TO
DEFINE AND TO MEASURE THE "COMPLEXITYN OF A COMPUTER PROGRAP. HALSTEAD HAS ,V
DEVELOPED A THEORY WHICH NOT ONLY PROVIDES A PRECISE OBJECTIVE MEASURE OF
THE COMPLEXITY OF EXISTING SOFTWARE, BUT IT ALSO INCLUDES A METHOD FOR
COMPUTING THE AMOUNT OF TIME REQUIRED TO IMPLEMENT A GIVEN PROGRAM. THIS
PAPER PRESENTS HALSTEADIS THEORY, KNOWN AS SOFTWARE PHYSICS, AND REVIEWS AND
CRITIQUES THE MAJOR STUDIES AND EXPERIMENTS RELATING TO IT. THE AUTHORS
HAVE PERFORMED SOME EX POST FACTO TESTS OF THE THEORY AND HAVE SUBSEQUENTLY
DEVELOPED RIFINEMENTS TO THE THEORY. THESE VERIFICATIONS AND REFINEMENTS
ARE ALSO PRESENTED IN THIS PAPER. (A)
22P, 26R.

112 SOFTWARE PHYSICS
FITZSIMMONS. A,.# & LOVE. T. A REVIEW AND EVALUATION OF SOFTWARE SCIENCE.
COMPUTING SURVIEYS, MARCH 1978, 10(1), 3-18.
DESCRIPTION:

DURING RECiENT WEARS. THERE HAVE BEEN MANY ATTEMPTS TO DEFINE AND MEASURE
THE "COMPLEXITY" OF A COMPUTER PROGRAM. MAURICE HALSTEAD HAS DEVELOPED
A THEORY THAT GIVES OBJECTIVE MEASURES OF SOFTWARE COMPLEXITY. VARIOUS
STUDIE3 AND EXPERIMENTS MAVE SHOWN THAT THE THEORY'S PREDICTIONS OF THE
NUMBER OF BUGS IN PROGRAMS AND OF THE TIPE REQUIRED TO IMPLEPENT A PROGRAM
ARE AMAZINGLY ACCURATE. IT IS A PROPISINA THEORY WORTHY OF MUCH MORE
PROBING SCIENTIFIC INVESTIGATION.

THIS DIPER REVIEWS THE TIREORY, CALLEO -SOFTWARE SCIENCE,- AND THE
EVIDENCE !;UPPORTING Ii. (A)
16P, 41R.

113 COMPUTER-ASSISTED INSTRUCTION
FRANCIS, L. THE TUTOR TRAINING COURSE: LESSONS LEARNED. URBANA-CHAMPAIGN,
ILLINOIS: UNIVERSITY OF ILLINOIS, COMPUTER-BASED EDUCATION RESEARCH LASORATORY,
1976.
DESCRIPTION:

THE MILITARY TRAINING CENTERS (RTC) GROUP CREATED ANO TAUGHT THE FIRST
FOROAL AUTHOR TRAINING COURSE FOR THE TUTOR PROGRArMING LANGUAGE AND TNE USE
OF THE PLATO SYSTEM. IKE COURSE WAS USED OVER A PERIOD OF THREE YEARS TO
TRAIN APPROXIMATELY ino AUTHORS WHO SPENT TWO TO TNREE WEEKS AT THE
COMPUTER-BASED EDUCATION RESEAPCH LAGGRATORT (CERL) OF THE UNIVERSITY
OF ILLINOIS AT URBANA-CHAMPAIGN. IN GENERAL, THE NEW AUTHORS HAD LITTLE
PREVIOUS EXPERIENCE WITH COMPUTERS OR PROGRAMMED INSTRUCTION. HOWEVER,
MANY WERE CLASSROOM INSTRUCTORS.

THIRTEEU COGNITIVE AND AFFEe7!VC PRINCIPLES GUIDED THE CREATION OF THE
AUTHOR COURSE; FIVE WERE POSITIED ORIGINALLY, AND THE REST WERE FORMULATED
BASED ON EXPERIENCE DERIVED FROM TEACHING THE COURSE. THIS REPORT CONTAINS
A STATEMENT OF THE PRINCIPLES AND A DESCRIPTION OF THEIR IMPLEMENTATION,
INCLUDING MANY EXAMPLES FROM COURSE MATERIALS. IT ALSO RECOUNTS THE
HIG4LIGHTS AND TURNING POINTS OF THE AUTOOR TRAINING COURSE, REVIEWS THE
BASIS FOR ITS MODIFICATION, AND EXAMINES THE DILEMMAS ENCOUNTFRED
IN TEACHING NEW AUTHORS TO PREPARE COMPUTER-BASED INSTRUCTIONAL KATERIALS.
TECHNIQUES FOR RESOLVING SOME OF THESE GILEPMAS ARE SUGGESTED.

THE PTC TRAINING COURSE WAS EVALUATED BY EXAMINING THE EXPERIENCE OF
USERS OUTSIDE OF RTC. THE OPINIONS AND RECOMMENDATIONS OF THESE OUTSIDE
GROUPS SUGGEST THAT THEY FCUND TbI MATERIALS VALUABLE AND EFFECTIVE. THIS
REPORT IS DIRECTED TO INSTRUCTORS OF NEW AUTHORS, DEVELOPERS OF AUTHOR
TRAINING MATERIALS, AND MANAGERS OF COMPUTER-BASED INSTRUCTION DcVELOPMENT
CENTERS. (A)
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114 AUTOMATIC PROGRAMMING
FRASER, C.W. IA KNOWLEDGE-BASED CODE GENERATOR GEWERATOR. IN PROCEEDINGS
OF THE ACM SYMPOSIUM ON ARTIFICIAL INTELLIGENCE AND) PROGRAMMING LANGUAGES,
SIGPLAN NOTICES. AUGUST 1977, l!(8), 126-129 (ALSO. SIGART NEWSLETTER, AUGUST
1977. NO. 64. 126-129).
DESCRIPTION:

XGEN IS A PROGRAM THAT ACCEPTS A MACHINE DESCRIPTION AND PRODUCES A GOOD
LOCAL CODE GENERATOR FOR AN ALGOL-LIKE F.ANGUAGE. IT IS ORGANIZED AS A
PRODUCTION SYSTEM OF. RULES CODIFYING PREVIOUSLY ACQUIRED HUMAN SKILLS FOR
DEALING WITH COMPUTER ARCHITECTURE AND PROGRAnMING LANGUAGES. (A)
4P, 15R.

"115 SOFTWARE DESIGN
FREEMAN, P. TOWARD IMPROVED REVIEW OF SOF7WARE DESIGNS. AFIPS CONFERENCE
PROCEEDINGS, 1975, 44, 329-334.
DESCRIPTION:

DEVELOPMENT OF TECHNIQUES FOR THE REi;IEW OF SOFTWARE DESIGNS HAS BEEN
LARGELY NERLECTED. THIS PAPER DESCRIBES A METHODOLOGY, DESIGN
RATIONALIZATION THAT IS INTIENDEb TO IMPROVE THE REVIEWABILITY OF DESIGNS.
THE PRINCIPAL COMPONENT OF OESIGN AATIONALLZATION IS THE EXPLICIT RECORDING
OF THE ALTERNATIVES AND EVALUATIO4S OF THESE ALTERNATIVES AT EACH DECISION
POINT IN THE DESIGN. THIS INFORNATION, THAT PROVIDES THE REASONS BEHIND
FEATURES IN THE DESIGN, PERMITS INDEPENDENT REVIEW OF DESIGN CHOICES AND THE
REASONING UNDERLYING THESE CHOICES. (MEA)
6P, 11R.

116 SOFTWARE DESIGN TECHNIQUES, COLLECTED READINGS
FREEMAN, P., 9 WASSERMAN, A.I. (EDS.) TUTORIAL ON SOFTWARE DESIGN
TECHNIQUFS (2ND ED.). LONG BEACH, CALIFORNIA: IEEE COMPUTER SOCIETY, 1977.

117 PROGRAMMING

FRIEDENTHAL, T.H. NAINTENANCE/PROGRAMMING PANEL. STAMFORD, CONNECTICUT:
STELMA INC., OCTOBER 1972. (NTIS NO. AD 905296L)

118 SPECIFIC PROGRAMMING LANGUAGE
FRIEND, J.E. SUPPLEMENTARY HANDHOOK FOR INTRODUCTION TO AID PROGRAMMING.
STANFORD, CALIFORNIA: STANFORD UNIVERSITY, INSTITUTE FOR PATHEFATICAL
STUDIES IN THE SOCIAL SCIENCES, 1972.
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119 COMPUTER-ASSISTED INSTRUCTION
FRIEND, J.F. COMPUTER-ASSISTED INSTRUCTION IN PROGRAMMING: A CURP2CULUM
DESCRIPTION (TECHN)ICAL REPORT NO. 211). STANFORD, CALIFORNIA: STANFORD
UNIVERSITY, INSTITUTE FOR MATHEMATICAL SVUDIES IN SOCIAL SCIENCES, JULY 1973.
CA)
DESCRIPTION:

THE COURSE PROVIDES AN INTRODUCTION TO COMPUTER PROGRAMMING FOR COMMUNITY
COLLEGE STUDENTS WHO HAVE TAKEN HIGH SCHOOL ALGEBRA, AND IT IS EQUIVALENT
TO A THREE QUARTER-UNIT COURSE IN COMPUTER SCIENCE. ALL INSTRUCTION IS
PRESENTED BY COMPUTER, AND A SUPPLEMENTARY STUDENT MANUAL IS PROVIDED
FOR REFERENCE. THE COURSE CONTENT RESEMBLES THAT OF OTHER INTRODUCTORY
COURSES IN COMPUTER PROGRAMMING AND INCLUDES THE TOPICS OF STORth PROGRAMS,
USE OF FUNCTIONS AND SUBROUTINES, CONDITIONAL CLAUSES, AND BRAV'.,iNG
TECHNIQUES. THE INSTRUCTIONAL SYSTEM IMPLEMEN f UNDER COMPUTLR CLATROL
TEACHING STRATEGIES THAT MIGHT BE USED BY A HUlAl TUTOR SUCH AS
INDIVIDUALIZING THE CONTENT, PACE, AND SEQUENC( F INSTRUCTION, ALLOWING FOR
SUFFICIENT STUDENT CONTROL, TAILORING WRONG ANSwjR MESSAGES, AND PROVIDINC
BOTH REMEDIAL AND EXTRA-CREDIT WORK. SiUDENTS ARE REQUIRED TC INTERACT
ON-LINE WITH A COMMERCIALLY PREPAREL F!ITTOR-INTfRPRETER SIMILAR TO THOSE
FOUND IN MANY TIME-SHARING ENJVIRONMENTS.

PERFORMANCE DATA FROM BOTH (HE INSTRUCTIONAL PROGRAM AND loE EDITOR-
INTERPRETER ARE AUTOMATICALLY STORED FOR LATER RETRIEVAL AND ANALYSIS. THE
ORGANIZATION OF THE COURSE, TYPES OF EXERCISES USED, AND CONTENT OF EACH
"LESSON ARE DOCUMENTED AND AN APPENDIX LISTS THE CONCEPTS ASSOCIATED WITH
EACH EXERCISE IN THE COURSE. (A)

120 PROGRAMMING
FRIEND, J.E. 100 PROGRAMMING PROBLEMS. STANFORD, CALIFORNIA: STANFORD
UNIVERSITY, INSTITUTE FOR MATHEMATICAL STUDIES IN THE SOCIAL SCIENCES, 1973.
(B)

121 COMPUTER-ASSISTED INSTRUCTION
FRIEND, J. PROGRAMS STUDENTS WRITE (TECHNICAL REPORT NO. 257). STANFORD,
CALIFORNIA: STANFORD UNIVERSITY, INSTITUTE FOR MATHEMATICAL STUDIES IN THE
SOCIAL SCIENCES, JULY 1975. (NTIS NO. AD AC15093)
DESCRIPTION:

THE PRESENT STUDY ADDRESSES ITSELF TO THE PROBLEM OF DESIGNING AN
AUTO1ATED SYSTEM FOR INSTRUCTION IN PROGRAMMING, AND ALSO TO THE STUDY OF
PROBLEM-SOLVING BEHAVIOR, AS EXHIBITED BY STUDENTS USING A CAI COURSE IN
COMPUTER PROGRAMMING.

THE STUDY USES COMPUTER PROGRAMS WRITTEN BY 4r COLLEGE STUDENTS DURING
THE WINTER AND SPRING QUARTERS OF 1972 AS PART OF A CAI COURSE IN AID
(ALGEBRAIC INTERPRETIVE DIALOGUE), AN ALGEBRAIC LANGUAGE SIMILAR TO BASIC.
THE COURSE IS SELF-CONTAINED AND CONSISTS OF 5C TUTORIAL LESSONS DESCRIBED
IN DETAIL IN FRIEND (19736).

THE PROGRAMS ANALYZED WERE WRITTEN AS SOLUTIONS TO 25 PROGRAMPING
PROBLEMS FROM THE COURSE; 747 SOLUTIONS CONTAINING 7063 COMMANDS WERE
ANALYZED. THE DISTRIBUTION OF THE DATA OVER PROBLEMS AND OVER STUDENTS IS
DISCUSSED. PROBLEM DIFFICULTY AND DIVERSITY OF STUDENT SOLUTIONS ARE ALSO
DISCUSSED IN DETAIL. CA) -s
z7oP, 7R.
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122 COMPUTER-ASSISTED INSTRUCTION
FRIEND, J.E., FLETCHER, J.D., & ATKINSON, R.C. STUDENT PERF'AHANCE IN
COMPUTER-ASSISTED INSTRUCTION IN PROGRAMMING (TECHNICAL REPORT NO. 184).
STANFORD, CALIFORNIA: STANFORD UNIVERSITY, INSTITUTE FOR MATHEMATICAL
STUDIES IN THE SOCIAL SCIENCES, NAY 19T2.
DESCRIPTION:

AN INSTRUCTIONAL SYSTEM FOR TEACHING ALGEBRAIC INTERPRETIVE DIALOGUE (AID)
TO COLLEGE-AGE STUDEPTS, TWO CONTROL PROGRAMS (ONE FOR PRESENTING
INSTRUCTIONAL MATERIAL AND ONE FOR INTERPRETING STUDENTS' AID PRODUCTIONS),
AND DATA COLLECTED BY THE TWO CONTROL PROGRAMS ARE DESCRIBED. THE FIRST 21
LESSONS OF THE COURSE AND CLASSIFICATION OF THE LESSON EXERCISES ARE ALSO
DESCRIBED, OATA BASED ON STUDENT DAILY REPORTS ARE PRESENTED AND DISCUSSED.
ITEM ANALYSES OF DATA GATHERED BY THE INSTRUCTIONAL PROSRAM, INCLUDING
STEPWISE LINEAR REGRESSION MODELS OF ITEM DIFFICULTY AND ANALYSES OF
SELECTED DATA COLLECTED BY THE INTERPRETING PROGRAM ARE PRESENTED AND
"DISCUSSED.

THE FOLLOWING WERE AMONG THE RESULTS OF THIS INVESTIGATION: ALTHOUGH
FIRST RESPONSE ERRORS WERE OFTEN THOSE O: AID SYNTAX, THESE ERRORS WERE
EASILY CORRECTED IN SUBSEQUENT RESPONSES, AND IN GENERAL, THE SYNTAX OF AID
COMMANDS WAS EASILY MASTERED; ALTHOUGH STUDENTS EASILY LEARNED THE MECHANICS
OF THE INSTRUCTIONAL SYSTEM, THEY RARELY USED FEATURES THAT ALLOWED STUDENT
CONTROL OF INSTRUCTIONAL CONTENT AND SEQUENCE; ALGEBRAIC FORMULATION OF
PROBLEMS APPEARED TO BE MORE DIFFICULT THAN TRANSFORMING ALGEBRAIC
EXPRESSIONS INTO AID COMMANDS; STUDENTS HAD THE GREATEST DIFFICULTY
UNDERSTANDING HIERARCHY CF ARITHMETIC OPERATIONS, USE OF FUNCTIONS, AND THE
EXECUTION SEQUENCE OF AID COMMANDS. (A)

123 PROGRAMMING
FROST, D. PSYCHOLOGY AND PROGRAM DESIGN. DATAMATION, MAY 1975, 137-138.
DESCRIPTION:

THE PURPOSE OF THIS PAPER IS TO COkSIDER HOW PSYCHOLOGICAL THEORIES CAN
BE USEFULLY APPLIED TO IMPROVING PROGRAMMING AND PROGRAM DESIGN.
THIS PAPER CENTERS ON THE PSYCHOLOGICAL PHENOMENON OF ICHUOKINGO, OR
THE GROUPING OF RELATED PIECES OF INFORMATION INTO A SINGLE UNIT.
IT HAS BEEN EXTENSIVELY DFMONSTRATED THAT THE AOUNT OF INFORMATION THAT
THE HUMAN MIND CAN RETAIN AT ANT ONE TIME IS APPROXIMATELY SEVEN
"CHUNKS". CHUNKING EXTENDS THE AMOUNT OF INFORMATION THAT CAN BE RETAINED,
THE NUMBER OF CHUNKS REMAINS CONSTART. THE PROCESSES OF 'ABSTRACTION'
AND 'DECOMPOSITION', WHICH TEND TO RELATE CHUNKS IN A HIERArCHIC
FASHION ARE ALSO CONSIDERED. ON THE BASIS OF THESE RESULTS, ARGUMENTS
ARE MADE IN FAVOR OF MODULARITY AND HIERARCHICAL DESIGN ('TOP-DOWNDECOMPOSITION'). (REA)

2P, ;R.

124 SOFTWARE PHYSICS
FUNAMI, Y., & HALSTEAD, M.H. A SOFTWARE PHYSICS ANALYSIS OF AKIYAMA'S
DEBUGGING DATA (TECHNICAL REPORT NO. CSD-TR-144). LAFAYETTE, INDIANA: PURDUE
t;NIVERSITY, DEPARTMENT OF COMPUT7R SCIENCE, 1975.
DESCRIPTION:

CORRELATION BETWEEN E (HALSTEADIS "MENTAL EFFORT" MEASURE) AND NUMBER Of BUGS
OBSERVED IN 9 MODULES REPRESENtING 84 MAN-MONTHS OF PROGRAPMING WAS .982.
AKIYAMA'S OBSERVATIONS REPORTED dERE: COPRELATION BETWEEN BUGS AND SIZE OF
1ODULE 6AS .93, CORRELATION BTWEEN BUGS AND DECISIONS AND CALLS WAS .92.
PREDICTED TIME TO COMPLETE 9 MODULES WAS 100 MAN-MONTE;S AS COMPARED WITH
AN ACTUAL 84 MAN-MONTHS. (0)
4P, 7R.
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125 DEBUGGING

GAINES, R.S. THE DEBUGGING OF COMPUTER PROGRAMS (DOCTORAL DISSERTATION,
PRINCETON UNIVERSITY, 1969). (UNIVERSITY M1CROFILMS VO. 7-14, 2C9; ALSO IDA
WORKI1G PAPER NO. 226, INSTITUTE FOR DEFENSE ANALYSES)
DESCRIPTION:

TH"$ THESIS IS A GENERAL STUL= OF THE TOOLS AND TECHNIQUES FOR DEBUGGING
COMPUTER PROCRAAS, AND THE DESIGN OF COMPIA.EPS AND OPERATING SYSTEMS TO
FACILITATE DEBUGGING, IT INCLUDES AN ANALYSIS OF THE PRUGRAMMING PROCESS
TO IDENTIFY CAREFULLY WHAT THE PROBLEMS ARC IN DEBUGGING AND HOW THEY ARISE.
BASED ON TdIS ANALYSIS, THE FUNDAMENTAL NOTIONS WHICH UNDERLIi POST
DEBUGGING AIDS ARE IDENTIFIED. THE FACILITIES THAT ARE CURRENTLY AVAILABLE
TO PROGRAMMERS USING BATCH OPERATING SYSTEES ARE DISCUSSED, AND A NUMBER
OF NEW ONES ARE BARESENTEDU

TIlE PROBLEMS OF DEBUGGING PROGRAMS WRITTEN IN H'GHER-LEVEL LANGUAGES ARE
CONSIDERED IN DETAIL, AND THE CONSTRUCTION OF COMPILERS AND PROGRAMMING
LANGUAGES FOR DEBUGGING RECEIVES CAREFUL ATTENTION. IN !HIS CONNECTION,
THE TOPICf OF AUTOMATIC ERROR DETECTIONs LANGUAGE FACILITIES WHICH PERMIT
THE PROGRAMMER TO INVOKE DEBUGGING AIDS, AND THE COMPILATION OF CODE IN A
4ANNER APPROPRIATE FOR DEBUGGING THE PROGRAM ARE ALL DISCUSSED. A METHOD IS
PROPOSED TO PERMIT THE HIGHER-LEVEL LANGUAGE PROGRAMMER TO DEBUG HIS PROGRAM
AS IF THE LANGUAGE HE WROTE HIS PROGRAM IN WERE THE "MACHINE LANGUAGE"
OF THE COMPUTER WRHICH EXECUTES TKE PROGRAM, AS A CONSEQUENCE OF WHICH THE
PROGRAMMER CAN RECEIVE THE SAME KIND OF ASSISTANCE THAT IS AVAILABLE TO THE
MACHINE LANGUAGE PROGRAIMMER.

THE CONSTRUCTION OF INTERACTIVE DEBUGGING SYSTEMS AND OPERATING SYSTEM
FEATURES NECESSARY TO SUPPORT ADVANCED DEBUGGING FACILITIES IS DISCUSSED.
THREE INTERACTIVE DEBUGGING SYSTE04 ARE CONSIDERED IN DETAIL, INCLUDING ONE
WHICH WAS DESIGNED TO WORX wITH CRT CONSOLES. A NUMPER OF NEW IDEAS IN
THIS AREA ARE PRESENTED, AND THE CONSIDERABLE ADVANTAGES OF INTERACTIVE
PEOUG&ING ARE CLEARLY DEMONSTRATED. (A)
170P, 53R.

126 PROgRAMMING LANGUAGES
GANNON, J. LAnGUAGE AND COMPILER DESIGN TO ENRASCE RELIABILITY. SIGPLAN
NOTICES, 1973, 8(6), 47-49.
DESCRIPTION:

THIS BRIEF ARTICLE DESCRIBES THE OBJECTIVES AND INTENDED APPROACH OF A
PROJECT TO ISOLATE THC FACTORS THAT 1AKE PROGRAmS EASILY UNDERSTOOD AND THE
CONSTRUCTS IN A LANGUAGE TNAT ARE MOST PPONE TO CAUSE ERRORS. THE THESIS
IS THAT A LAnGUAGE SHOULD EMPLOY USEFUL AND CHECKABLE REDUNDANCY, MINIMIZE
THE USE OF "UNDISCIPLINED CONSTRUCTS," AND EMPLOY CONSTRUCTS AMENABLE TO
PROOFS. (GDC)
3P, FR.

12? PROGRAMMING LANGUAGES
GANNON, J.D. LANGUAGE DESIGN TO ENHANCE PROGRAMMING R[LiABILITY (TECHNICAL
REPORT NO. CSRG-47). TORONTO, ONTARIO: UNIVERSITY OF TORONTO, COMPUTER
SYSTEMS RESEARCH GROUP, 1975.
DESCRIPTION:

THE LANGUAGE IN WHICH PROGRAMS ARE WRITTEN CAN HAVE A SUBSIANTIAL EgFECT ON
THEIR RELIABILITY. THIS THESIS DISCUSSES THE DESIGN OF PROGDAKPING
LANGUAGES TO ENHANCE THE RELIABILITY OF PROGRAMS. IT PRESENTS SEVERAL
DESIGN PRINCIPLES, AMC THE'; APPLIES THEM TO PARTICULAR LANGUAGE CONSTRUCTS.
SINCE ONE CANNO" LOGICALLY PROVE THE VALIPITY OF SUCH DESIGN PRýNCIPLES,
EMPIRICAO FVhPAfCE IS NEEDED TO SUr.3T "0 DISCREDIT fHEM. AN EXPERIMENT
vAS PERFORRE' TO M4ASURE THE EFFECT OF NINE SPECIFIC LAiv;uG: •::]:
DECISIONS IN ONE CONTEXT. ANALYSIS OF THE FREQUENCY AND PERSISTINCS OF
ERRORS SHOWS THAT SEVERAL DECISIONS HAD A SIGNIFICANT IMPACT ON RELIABILITY.
(A)
247P, 619.



128 PROGRAMMING LANGUAGES
GANNON, J.D. AN EXPERIMENTAL EVALUATION OF "NTA TYPE CONVENTIONS.
COMMUNICATIONS OF THE ACM, 1977, 2, 584-595 (•'0 TECHNICAL REPORT, COLLEGE
PARK, MARYLAND: U'2VERSItY OF MARYLA•n, DEPAUR1ENT CF COMPUTER SCIENCE, 1976).
DESCRIPTION:

THE LANGUAGE IN WHICH PROGRAMS hRE WRITTEN CAN !1AVE A SUBSTANTIAL EFFECT
ON THC RELIABILITY OF THE RESULTING PROGRAMS. THIS PAPER DISCUSSES AW
EXPERIMENT THAT COMPARES THE PROGRAMMING RELIABILITY OF SUBJECTS USING A
STATICALLY-TYPED LANGUAGE AND A ITYPELESS' LANGUAGE. ANALYSIS OF THE NUMBEn
OF ERRORS SHOWS THAT, AT LEAST !N ONE ENVIRONMENT, THE USE OF A rTATICALLY-
TYPED LANGUAGE CAN INCREA4E PROGRAMMING RELIABILITY. DEvAILED ANALYSIS OF
THE ERRORS MADE BY rHE SUBJECTS IN PROGRAMMING SOLUTIONS TO REhSONASLY
SMALL PROBLEMS S3OWS THAT 7HE SUBJECTS HAD CItFICULTY MANIPULATING T1'E
OZPRESENTA AON OF DATA. (A)
34P, 6R.

I 129 PROGRAMMiNG LANGUAGES

GANNON, J.D. AN EXPERIMENT FOR THE EVALUATION OF LANGUAGE FFATURES.

INTERNATIONAL JOURNAL OF MAN-MACHINE STUDIES, 1976, 8, 61-73.
DESCRIPTION:

RECENILY A NUMBER OF EXPERIMENTS HAVE DZEN PERFORMED WHOSE AIM WAS TO COMPARE
PROGRAMMING LANGUAGE FEATURES TO DETERMINE ýHICH PROGRAMMING LANGUAGE
FEATURES PROGRAMMERS FOUND DIFFICULT rO USE. THIS PAPER EXAMINES THESE
EXPERIMENTS IN LIGHT OF THE EVIDENCE THAT PROGRPAMMING LANGUAGE DESIGNERS
WOULD FIND MOST USEFUL. A hEW EXPERIMENT IS DESCRIBED AND APPLIED TO THE
PROBLEM OF WHETHER THE ASSIGNMENT OPERATION SHOULD BE DEFINED AS AN OPERATOR
OR 4 STATEMENT DESIGNATOR. EMPIRICAL EVIDENCE IN THE FCRM OF ERRORS MADE
BY STUDENTS PROGRAMMING SOLUTIONS TO TWO GOOO-S!ZED PROBLEMS IS PRESENTED
FA4ORING TH2 USE OF ASSIGNMENT AS A STATEMENT. FINALLY. THE SHORTCOMINGS OF
THE 4EW EXPERIMENT ARE DISCUSSED. (A)
13P, 15R.

130 PROGRAMMI~t LANGUAGES
GANNON, J.D.r & MORNING, J.J. LANGUAGC CESIGN FOR PROGRAYMING RELIABI.ITY.
IEEE TRANSACTION ON SOFTWARE ENGINkFRING, 1475, SE-1, 179-191 (ALSO: THE
IMPACT OF LANGUAGE DESIGN ON THE PRODUCTION OF RELIABLE SOCT;APE. IN
PROCEEDINGS OF THE INtERNATIONAL CýNFERENCE ON RELIABLE SOFTWARE, 21-23 APRIL
1975, LOS ANGELES, CALIFORNIA. SIGPLAN NOTICES, 1975, 10(6), 1C'-22.)
DESCRIPTION:

THE LANGUAGE IN WHICH PROGRAMS ARE YRITTEN CAN HAVE A SUUSiAkTIAL EFFECT ON
THEIR RELIABILITY. IHIS PAPER DISCUSSES TKE DESIGN OF PROGRAMPING
LANGUAGES TO ENHANCE RELIABILITY. IT PRfE~iTS SEVERAL GENERAL DESIGN
PRINCIPLES, AND THEN APPLIES THEM TO PARTICULAR LANGUAGE CONSTRUCTS.
SINCE WE CANNOT LOGICALLY PROVE THE VALIDITY OF SUCH DESIGN PRINCIPLES,
EMPIRICAL EVIDENCE IS NEEDED TO SUPPORT OR DISCREDIT THEM. GANNON HAS
PERFORMED A VAJCR EXPERIMENT TO MEASURE IHE EFFiCT OF NINE SPECIFIC
LANGUAGE DESIGN DECISIONS IN ONE CONTEXT. ANALYSIS OF THE FREQUENCY AND
PERSISTENCE OF ERRORS SHOWS THAT SEVERAL DECISICNS HAD A SIGNIFICANT IMPACT
ON RELIAEILITY. (A)
13P, 44k.

131 DOCUMENTATION
GENERAL ACCOU;T!NG OFFICE. IMPROVEMENT NEEDED IN DOCUMENTING COMPUTER
SYSTEMS (REPORT No. 8-11536). OCTOBER, 1074.
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132 PROGRAMMING
GERHART, S.L. KNOWLEDGE ABOUT PROGRA14; A MODEL AND CASE STUDY. IN
PROCEEDtNGS, 1975 INTERNATIONAL CONrERENCE ON RELIABLE SOFTWARE. SIGPLAN
NOTICES, JUNE 1975, 10(6), 88-9S5
DESCRIPTION:

DIJKSTRA SUGGESTS IN HIS "NOTES ON STRUCTURED PnOGRAMMNIIG" THAT PROGRAM
SCHEMA AND THEOREMS ABOUT THEIR CORRECTNESS MAY DESCRIBE THE HAY THAT
PROGRAMMERS UNDERSTAND PROGRAMMING. THIS PAPER FOLLOWS UP HIS SUGGESTION OY
DESCRIBING A GENERAL MODEL FOR DOMAINS OF PROGRAMMING KNOWLEDGE IN TERMS
OF SCHEMA, TRANSFORMATIONS, AND DERIVATION RULCS. THF ?OOEL IS £LLJ5S!*ATED

BY THE RESULTS OF A CASE STUDY OF THE KNOWLEDGE ABOUT 1V PROGRAMS WHICH USE
ARRAYS. THE MODEL AND CASE STUDY ILLUSTRATE A METHODOLOGY FOR CONSTRUCTING
AND PROVING CORRECT PkOGRAMS BASED ON KNOkLEDGE WHICH IS INDEPENDENTLY
EXPRESSED AND PARTIALLY PROVED IN AN ABSTRACT FORM AND WHICH CAN BE APPLJE2
IN A STEPUISE WAY. (A)

133 TESTING
5ERHART, S.L. & TELOWITZ, L. OBSERVATIONS OF FALLIBILITY IN APPLICATIONS OF
MODERN PRO6RAMMING METHODOLOGIES. IEEE TRANSACTIONS uN SOFTWARE EkGINEER;NG,
1976, SE-2, 195-207.

134 PROGRAMMING
GIBBONS, G. PRODUCTION SYSTEM PROGRAMMING. COMMUNCZATIONS OF THE ACM, 1976,19- l:•q-4At.

DESCRIPTIONI
T".S LETTER IS INTENDED TO INTRODIICE TFE PROCS. LANGUAGE COMMUNITY TO
THE CONCEPT OF PRODUCTION SYSTEq PRGRAMMPI NG, THAT HAS BEEN USED
POaIARILY IN ARTIFICIAL INTELLIGENCE RESEARCH. FIRST, THE IDENTITY SECWEEN
PRODUCTIONS ARt THE "GUARDED COMAND" PROPOSED PV E,.W DIJKSTRA
(COM•ONICATIONS OF THE ACM, AUGUST 1975, 18(g), 453-457) WILL Of
DEMONSTRATED AND THEN SOME OF THE USES AND CHARACTERISTICS OF PRODUCTION
SYSTEP PROGRAMMING WILL BE MENTIONED. PRODUCTION SYSTEM PROGRAMMING MAY
WELL BE ;.dE ZCY CONCEPT THAT VILL Riv0LUTIO!tE PROGRAMMING METAODOLOGY;
4HAT ALGEBRAIC LAN4UAGES DID FOR FORMULA CALCULATIC?4, PRODUCTION SYSTEM
PROGRAMMING WILL DO fOR LOGICAL FLOW OF tONTROL. (0EA)
2P, 7R.

135 STRUCTURED PROGRAPPMIKG
GLB, T. A SKEPTICAL VIEW OF STRUCTURED PROGRAMMING AND SUOE ALTERNATIVES:
PART 3. COMPUTERS AND PEOPLE, M1AY 1976, 25(5, 2C-23.

'16 STRUCTURED PROGRAMMING

GIL9,T. A SCEPTICAL VIEW OF STRUCTURED PROGRAMMINZ AWD SOME ALTERNATIVES:
PART ?. COIPUTERS AND PEOPLE, JUNE 1976, 25(6), 2V-Z.
DESCRIPTION:

ALTHOUCH A GREAT DEAL RAS BEEN dRITTEN AFOUT THE RELATIVE ADVANTAGES AND4IEPITS OF STRUCTURED PROGRAMMING, LITTLE LTTEN'ION HAS ?EE" G0VEN TO

COMPARABLE, AND PERHAPS COMPLEMENTARY, TECONIOUES. TAIS PAPEP DISCUSSES
THE TECHNIQUES OF DVAL CODE AND PARALLEL PROGRAMMING, AUTOMATED TEST PATH
ANALYSIS, PPOCEý INWbPECTIONS, AND DATA REDUNDANCY-BASED ERROR-DE?ECTION
AND CORRECTION METHODS. (MEA)

3P, 24R.



137 SOFTWARE METRICS
GILB, T. SOFTVA*E METRICS. CAMBRIDGE, MA: WINTHROP FSLISNERS, INC., 1977.

138 FOORARRING
GILEADI, A.H., & LEDGARD, HNF. ON A PROPOSED MEASURE Of PROGRAM STRUCTURE.
$IGPLAN NOTICES, MAY 1974, 9(5)o 31-36.

DESCRIPTION:
AN IMPORTANT PROBLEM IN %UALITY SOFTUARE RESEARCH IS THE MEASUREMENT OF
CERTAIN OBJECTIVE PROPERTIES cl PR4G0ARS. WE ARE CONCERN~b HERE WITH A

TASURN RM T WE HOPE C ILL TELL US *NT THELLESTRUCTURED" A PARTICULAR
FLOUNMART 7S S ITH RESPECT TO THE PRAECEPT OF STRUCTUR E PROGRAMHENG.

WITH SUCH A S EASUREA NE COULD OETERYINE DE!CH OF REVERAL FLOWCHARTS
USED TO DESCRIBE A PROGRAM It BEST FRO A STRUCTURAL POINT OF VIEW, RATHEM
THAN FRaM THE CLASSICAL VIEWPOINTS: THE LEAST CO;IPUTATI0N lIP[ 11! TUC LEAST
AMOUNT OF STORAGE NEEDED, TO ARRIVE AT THE POOPOSED MEASURE, WE fROCEE0

THROUGH A SERIES OF TRANSFORMATIONS. THEY APE DESCRIBED HEREIN TPAILY BY
EXAMPLE, (A)

i 6P, 9R.

S139 PROGRAMMING

, GINSBERG, A.S., MARKOWITZ, M.N., & OLDFATMEt, P.M. PROGRAMMING F)Y
QGUESTIONNAIRE (TECHNICAL REPORT Na. RN-4460-PR). SANTA MONICA, CALIFORNIA: THE

RA•4 CORPORATION, 1965.DESCRIPTION:

IT HAS BECOME CLEAR THAT GGEAT AMOUNTS OF EFFORT tND TInE ARE REGUIRED TO
9PREPARE THE NECESSARY COP.IUTER PROGRAMS 7N THE USE Of DIOITAL COMPUTERS

FOR SIHULATION STUDIES. A TECHIQUE FOP REDUCING THIS EFCORT AND PROGRAM
PREPARATION TIME 14AS BSEN DEVELOPED. T.41S TEtHNIQUE, OPROGRAMMING BY
QUESTIONNAIRE' (OR TKE PROGRAM GENERATION CONCEPT) ALLOWS A USER TO OBTAIN A
SIMULATION PRD.RAN $Y FILLING OUT AN ENGLISH LANGUAGE QUESTIONNAIRE. THIS
APPROACH HAS SUFFrCIENT GENERALITY THAT IT PkOPISES APPLICATION TO AREAS OF
COMPUTER PRJGRAPAiNG OTHER THAN SIMULATION.

THIS MENORAýEDUM DESCRIBES TAE QUESTIONNAIRE TECHNIQUE, COPPARES IT T3
EXISTING TECkNIQUES, ANC D.SCUSSES POTENTIAL APPLICATIONS. THE WORKINGS OF
THE TECHNIPJE ARE DESCRIBED IN TERMS OF THE JOB SHOP SIMULATION PROGRAM
GENERATOP, AN EAARPLE tlUELOPED TO TEST THE (EASIRILITY AND DESIRABILItY OF
THE CON'.EPT.

PRC-GRAMMING BY QUESTIONNAIRE SMOULD ut OF INTFRE:T TO ALL THOSE CONCERNED
#!lTH DEVELOPING MAJOR COMPUTER PROGRAMS. (A)



160 TI•E-S4ARING

GOLD, Mon. A METHODOLOGY FOR EVALUATING TIME-SHARID COMPUTTR SYSTEM USAGE.
UNPUBLISHE4 DOCTORAL DISSERTATION, PASSACHUSEVTS INSTITUTE 'OF TECHNOLOGY,
CAN90RIDGE, MASSACHUSETTS, JUNr 1967.
nESCRIPTION:

THE DEVESOPMENT OF TIME-SHARED COMPUTER SYSTEMS HAS LED TO MAJOR 7ECHNICAL
AND PHILOSOPHIC CHAWGES IN THL COMP11TER FWE.D 1HIS DECADI. A LARGE NUMBER
OF DESIGNEtS, MANUFACTURERS, 'ANL USERS OF SUCH SYSTEMS HAVE EXPENIDED GREAT
AMOUNTS OF EFFORT IN THE DEVELOPMENT Of THE CAPABILITIES OF THE COMPUVIER AND
THE MEANS TO USE IT. HOWEVER, LITTLE OR NO EFFORT HAS YET BEEN EXPENDED TO
EVALUATE THESE SYSTFNS 104 KRMS OF THEIR USEFULNESS FOR PRESENT OR FUI1URE
CUSTOMERS.

THE RESEARCH REPORTED HErE HAS FOCUSED ON T14E DEVELOPPENT OF AI s8ETHODOLOGY THROUGH WH2CH TIRE-SHARED COMPUTER SYSTEM USAGE CAN BE EVJALUATED.
IT IS BASED ON A STUDY Of THE CHARACTERISTICS AND DESIGN OF PRESEKT AllD
PROPOSED COMPUTER SYSTEM,, AS WELL AS RELEVANT BEHAVIORAL TAEORY AND
RESEARCHo FOUR CATEGORYES OF VARIABLES ARE LNCLUDED IN'THE RESULTING
itt"00OLOSY, NANCLY THfhE WHRtCH ARE MajASURES OF: (0) THE COSY OF USINII THE
SYSTEM. (2) THE PERFORF'ANCE 'RODUCED THROUGK USE OF THE COMPUTER SYSTEM,
(3) THE SPEED WITH wHZNH RESULTS COULD SE PRfODUCED, AND (6) THE AROUNIr OF
LEARNING RESULTING FROM THE USE OF TilE COMPUTER SYSTEM.

THE METi4ODOLOGI DEV,'LOPEO WAS TESTED EXPERIMENTALLY THROUGH EVALUATENG
USASE OF TWO COMPUTEP SYSTEMS, EACH EXHIOIYING CERTAIN CHARACTERISTIC!;
OF AOTH TIRE-SHARING AND BATCH-PROCESSING. TWE PRIMARY PROBLEM UNDER STUDY
dAS THE EFFECT 'OF RAPID FEEDBACK AND UNLIKITED COMPUTER ACCESS IN A PIlOBLEA-
SOLVING SITUATION .... THE SECONDARY INVEST7GATIO INtVOLVED THE EFFEC7 OF
QUALITATIVELY DIFFERENT FEEDBACK UPON COMPUTER PROGRAMMING. (A)
152p, 87R.

141 TIME-ShARI'G VfRSUS BATCH PROCESSING
GOLD, P.M. T•ME-SAARING AND BATCH-PROCESSIWG: AN EXPEPIMENTAL COMPARISON OF
THEIR VALUES IN & PROBLEM-SOLVING SITUATIOK. 'ORPUNICATIONS OF THE ACM, 1969p
12. 249-259.
DESCRIPTION:

AN EXPERYMENTAL COMPARISON OF PROBLEM-SOLVING USING TIME-SHARING AND
BATCH-PROCESSI.G COMPUTER SYSTEMS CONDUCTED AT MIT IS DESCRIBED IN THIS
PAPER. THIS STUDY IS THE FIRST KNOVN ATTEMPT TO EVALUATE TUO SUCH SYSTEMS
FOR WHAT MAY WELL BE THE PREDOMINANT USEP POPULATION WITHIN THE NEXT DECADE
-- THE PROFESSIONALS WHO, AS NONPR0GRAMMERS, ARE USING THE COMPUTER AS AN
AID IN DECISION-MAXING AND PROBLEM-SOLVIN4 RATHER THAN AS A PROGRAMMING END
IN ITSELF.

STATISTICALLY AND LOGICALLY SIGNIFICANT RESULTS INDICATE EQUAL COST FOR
USAGE OF THE TWO COMPUTER SYSTERS; HOWEVER, A MUCH HIGHER LEVEL OF
PERFOkMANCE IS ATTAINED BY TIME-SHARING USERS. THERE ARE INDICATIONS THAT
SIGNIFICANTLY LOWER COSTS WOULO HAVE RESU1TED IF THE TIME-SHARINS USERS HAD
STOPPED WORK WHEN. THEY REf.CHED A PERFORMANCE LEVEL EQUAL TO TRAT OF THE
BATCO USERS. THE USERS* SPEED OF PROBLEv-SOLVING AND THEIR ATTITUDES MADE
*IME-SHARiC, THE MORE FAVORABLE SYSTEM. CA)
"lP, 28R.

1412 TIAE-SHAqING
GOLD, 4.4c, 9 STEDRY, A.C., AN EVALUATION OF COMMERCIAL TIFE SHARING SYSTEPS.
MAY, 1V66. (NTIS NO. AD 634325)



143 SOFTiARE DEVELOPMENT
GOLDBERG, J. (EO.) PROCEEDINGS OF A SYMPOSIUM ON THE HIGH COST OF SOFTWARE.
MENLO PARK, CALIFORNIA% STANFORD RESEARCH INSTITUTE, SEPTEMBER 1973.
DESCRIPTION:

THE MONTEREV SYMPOSIUM ON THE HIGH COST OF SOFTWARE WAS HELD IN SEPTEMBER
1973, UNDER THE JOINT SPONSORSHIP OF THE AIR FORCE OFFICE OF SCIENTIFIC
RESEARCH, THt ARMY RESEARCH OFFICE, AND THE OFFICE OF NAVAL RESEARCH. THE
OBECTIV" r'. THE SYMPOSIUM WAS TO CONSIDER WHAT RESEARCH IS NEEDED TO
ACHIEVE A MAJOR REDUCTION IN SOFTWARE COSTS. ATTENDANCE WAS BY INVITATION.
THE 97 ATTENDEES WERE OAGANIZED IN FIVE WORKSHOPS.

THE ATTENDEES WERE IN STRONG AGREEMENT THAr DIRECT AND INDIRECT SOFTWARE
COSTS ARE UNNECESSARILY HIGH AND ARE GROWING RAPIDLY, THAT THEY CONSTITUTE
A SERIOUS LIMITATION ON THE EFFECTIVENESS OF INFORMATION-PROCESSING S7STEMS,
AND THAT THE HIGH COST IS A CONSEQUENCE OF THE POOR STATE OF THE ART OF
SOFTWARE DESIGN, PRODUCTION, AND MAINTENANCE. THERE WAS A STRONG FEELING
OF URGENCY THAT AN ENERGETIC PROGRAM OF RESEARCH BE UNDERTAKEN TO ADVANCE
THE SOFTWARE ART.

THE WORKSHOP DISCUSSIONS RESULTED IN TWO SETS OF RECOMMENDATIONS FOR
A SERVICE-SUPPORTED RESEARCH PRCGRAM.;

THE GENERAL RECOMMENDATIONS FOR THE OBJECTIVES OF THE PROGRAM UERE TO:
*OVERCOME PROBLEMS AT THE CRUCIAL INTERFACES OF COMPUTER SCIENCE,
APPLICAtIONS, AND COMPUTER HARDWARE AND SYSTEMS.
*FOSTER THE DEVELOPMENT OF A STRENGTHENED SERVICE TZCHNOLOGY BASE IN
SOFTWARE AND COMPUTER SYSTEMS.
*COORDINATE SERVICE-SUPPORTED RESEARCH WITH OTHER GOVERNMENT-SUPPORTED
RESEARCH AND DEVELOPMENT.
*INCREASE THE SCALi AND QUALITT OF COMPUTER RESEARCH TO MEET PRESENT AND
FUTURE DEMANDS.

TEN SPECIFIC TECHNICAL AREAS OF RESEARCH WERE RECOMMENDED IN THREE MAJOR
CATEGORIES:
*TECHNIQUES FOR IMPROVING CURRENT PROGRAMMING PRACTICE.
*TECHNIQUES FOR ADVANCING PROGRAMMING METHODOLOGY.
*TECHNIQUES FOR PCOGRAM GENERATION AND COMPUTER SYSTEM DESIGN.

THE PROCEEDINGS OF THE SYMPOSIUM CONTAIN REPORTS BY ThE WORKSHOP CHAIRMAN
IN FIVE AREAS:
*UNDERSTANDING TOE SOFTWARE PROBLEM (CHAIRED BY JOHN B. SLAUGHTER)
*CONYRIBUTIONS FROM THE SEMANTICS OF LANGUAGES AND SYSTEMS (JACK B. DENNIS)
*ADVANCES IN SOFTWARE METHODOLOGY *WILLIAM A. WULF)
"SOFTWARE-RELATED ADVANCES IN COMPUTER HARDWARE (UGO 0. GAGLIARDI)
*APPROACHES TO THE PROBLEMS OF LARGE SYSTEMS (JAMES H. BURROWS)

THESE PROCEEDINGS ALSO INCLUDE A SUMMARY OF A KEYNOTE SPEECH ON THE HIGH
COST OF SOFTWARE AND A REPORT OF A PANEL ON SOFTWARE TECHNOLOGY TRANSFER.

DIGESTS OF THE REPORTS AND THE SPEECH ARE INCLUDED, TOGETHER WITH
SU3MARIES OF THE RECOMMENDATIONS OF THE IUDIVIDUAL WORKSHOPS. (A)
138P, 39R.

144 SOFTWARE TESTING AND VALIDATION
GOOD. D.I., LONDON, R.L.. & BLEDSOE. W.W. INTERACTIVE PROGRAM VERIFICATION
SYSTE4. IEEE TRANSACTIONS ON SOFTdARE ENGINEERING, 1975, SE-1, 59-67.

-39-



145 TESTING
GOODENOUGH, J.B., GERHART, S.L. TOWARD A THEORY OF TE4T DATA SELECTION*
IEEE TRANSACTIONS ON SOFTWARE ENGINEERING, 1975, SE-I, 156-173 (ALSO IN
PROCEEDINGS OF 1975 INTERNATIONAL CONFERENCE ON RELIABLE SOFTWARE, 21-23 APRIL
1975. LOS ANELES, CALIFORNIA. SISPLAN NOTICES, JUNE 1975, 10(6), 493-510).
DESCRIPTION:

THIS PAPER EXAMINES THE THEORETICAL AND PRACTICAL ROLE OF TESTING IN
SOFTWARE DEVELOPMENT. WE PROVE A FUNDAMENTAL THEOREM SHOWING THAT PROPERLY
STRUCTURED TESTS ARE CAPABLE OF DEMONSTRATING THE ABSENCE OF ERRORS IN A
PROGRAM. THE THEOREMIS PROOF HIPGES ON OUR DEFINITION OF TEST RELIABILITY
AND VALIDITY, BUT ITS PRACTICAL UTILITY HINGES ON BEING ABLE TO SHOW WHEN
A TEST IS ACTUALLY RELIABLE. WE EXPLAIN WHAT MAKES TESTS UNRELIABLE
(FOR EXAMPLE, WE SHOW BY EXAMPLE WHY TESTING ALL PROGRAM STATEMENTS,
PREDICATES, OR PATHS IS NOT USUALLY SUFFICIENT TO INSURE TEST RELIABILITY),
AND WE OUTLINE A POSSIBLE APPkOACH TO DEVELOPING RELIABLE TESTS. WE ALSO
SHOW HO THE ANALYSIS REQUIRED TO DEFINE RELIABLE TESTS CAN HELP IN CHECKING
A PROGRAMIS DESIGN AND SPECIFICATIONS AS WELL AS IN PREVENTING AND DETECTING
IMPLEMENTATION ERRORS. (A)
18P, 16R.

146 STRUCTURED PROGRAMMING
GORDON, E.K. EXPERIENCE AND ACCOMPLISHMENTS WITH STRUCTURED PROGRAMMING.
COMPUTER MAGAZINE, JUNE 1975, 8(6), 50-53.
DESCRIPTION:

A LARGE SOFTWARE PROJECT WAS IMPLEMENTED USING STRUCTURED PROGRAMMING
TECHNIQUES. THREE SHORTCOMINGS WERE NOTED: EACH COMPONENT WENT THROUGH
A PERIOD OF LOW VISIBILITY WHILE THE DETAILED DESIGN AND CCDING WERE BEING
DONE, PROBLEMS THAT WOULD RENDER THE SYSTEM ORGANIZATION INVALID WERE CFTEN
NOT DETECTED UNTIL WELL INO THE IMPLEMEN T ATION PHASE, AND THERE WAS NO
EASY WAY TO RECOGNIZE WHAT GENERAL UTILlII ROUTINES WERE NEEDED. TO AVOID
THESE DIFFICULTIES, A PROGRAM DESISK LANGUAGE (PDL) WAS USED AS THE
PRII;C:PAL TOOL IN THE DESIGN PHASE. RESULTS IKDICATE THAT THE QUALITY OF
THE CODE INCREASED WHILE ZOST AND TIME FACTORS DECREASED. (REA)
4P, OR.

147 PROGRAMMING
GORDON, R.D., & HALSTEAD, M.H. AN EXPERIMENT COMPARING FORTRAN PROGRAMMING
TIMES WITH THE SOFTWARi PHYSICS HYPOTHFSIS. AFIPS CONFERENCE PROCEEDINGS,
1976, 45, 935-937 (ALSO: (TECHNICAL REPORT NO. CSD-TR 167). LAFAYETTE,
INDIANA: PURDUE UNIVERSITY, OCTOBER 1975).
DESCRIPTION:

THIS STUDY TESTED A "SOFTWARE PHYSICS" FORMULA WHICH ATTEMPTS TO RELATE THE
TIME REQUIRED TO IMPLEMENT A SOFTWARE ALGORITHM TO INFORMATION ABOUT
OPERATOR AND OPERAND USAGE IN THE PROGRAM. THE AUTHORS CONTEND THAT THE
FORMULA CORRESPONDS TO THE MENTAL EFFORT ASSOCIATED WITH THE CONSTRUCTION OF
THE ALGORITHM. AN EXPLANATION OF THE FORMULA IS GIVEN. ONE OF THE AUTHORS
IMPLEMENTED 11 PROGRAMS BASED ON PROGRAM SPECIFICATIONS PUBLISHED IN
TEXTBOOKS, PECORAING THE TIME REQUIRED FOR EACH IMPLEMENTATION.
THE FORMULA WAS THEN APPLIED TO EACH RESULTING PROGRAM. AVERAGE OBSERVED
TIME WAS 35 MINUTES, WHILE AVERAGE PREDICTED TIME WAS 34.1 MINUTES (RANGE
5-9Z MINUTES). CORRELATION OF PREDICTED WITH OBSERVED TIhE WAS .934,
dHEREAS CORRELATION OF PROGRAM LENGTH WITH OBSERVED TIME WAS .887.
(HRR)
3P, 28R.

148 SOFTWARE DEVELOPMENT
* GORDON, R.L., & LAMB, J.C. A CLOSE LOOK AT BROOK'S LAW. DATAMATION, JUNE

1977, 23(6), 81-86.
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149 DEBUGGING
GOULD, JeD. SOME PSYCHOLOGICAL EVIDENCE ON HOW PEOPLE DEBUG COMPUTER PROGRAMS.
INTERNATIONAL JOURNAL OF HAN-MACMINE STUDIES, 1975, ?, 151-182 (ALSO:
(CRSEARCH REPORT NO. RC-0542). YORKTOWN HEIGHTS, NEW YORK: IBM WATSON RESEARCH
CENTER, SEPTERBER 1973).
DESCRIPTION:

TEN EXPERIENCED PROGRAMMERS WERE EACH GIVEN THE SAME 12 FORTRAN LISTINGS TO
DEBUG. EACH LISTING CONTAINED A NON--SYNTACTIC ERROR IN ONE LINE. MEDIAN
DEBUG TIMES (7 MINUTES), NUMBER OF SUGS NOT FOUND (11X OF THE LISTINGS), AND
NUMUER OF INCORRECT ASSERTIONS ABOUT iHE LOCATION OF THE BUG (LESS THAN ONE
PER LISTING) ALL REPLICATED EARLIER RESULTS (GOULD & DRONGOWSKI, 1974).
ALTHOUGH SUBJECTS WERE GIVEN THE OPPORTUNITY TO USE THE INTERACTIVE DEBUGGING
FACILITIES OF AN ON-LINE COMPUTER THEY RARELY DID SO. BUGS IN ASSIGNMENT
STATEMENTS WERE ABOUT THREE TIMES AS HARD TO DETECT AS ARRAY OR ITERATION
BUGS. DEBUGGING WAS ABOUT THREE TIFIES AS EFFICIENT ON PROGRAMS SUBJECTS HAD
DEBUGGED PREVIOUSLY (ALTHOUGH WITH A DIFFERENT BUG). A NUMBER OF BASIC

v CONCEPTS RELATING TO DEBUGGING ARE IDENTIFIED AND A GROSS THEORY OF
DEBUGGING IS DESCRIBED. (A)
32P, 25R.

S150 QUERY LANGUAGES
GOULD, J,D., 9 ASCHER, R.N. USE OF AN IQF-LIKE QUERY LANGUAGE BY NON-
PROGRAMMERS (RESEARCH RFPORT NO. RC-5?279), YORKTOWN HEIGHTS, NEW YORK: IBM
WATSON RESEARCH CENTER, FEBRUARY 1975 (ALSO PRESENTED AT MEE-ING OF THE
AMERICAN PSYCHOLOGICAL ASSOCIATION, 112W GMLEANS, LOUISIANA, SEPTEMBER 1974).
(NTIS NO. AD A043028)

S~DESCRIPTION:
THIS EXPLORATORY EXPERIMENT ATTEMPTS TO EXAMINE SEPARATELY THE FORMULATION,
PLANNING, AND CODING OF QUERIES. COLLEGE STUDENTS AND FILE C*LERKS REQUIRED
ABOUT YEN HOURS TO LEARN A QUERY LANGUAGE WHICH WAS SOMEWHAT SIMILAR TO INMI!,
lOF QUERY LANGUAGE, BUT CONTAINED MORE FUNCTIONS. THEY WERE THEN GIVEN 15
TEST PROeLEMS THAT VARIED IN COqPLEXITY AND HOW WELL THEY WERE EEPRESSED.
SUBJECTS WERE REQUIRED TO FORMULATE, THEN TO PLAN (WRITING EACH IN THEIR OWN
WORDS), AND FINALLY TO CODE EACH PROBLEM. RESULTS PROVIDE SOME SUGGESTIONS
A3OUT WHICH PROBLEM VARIABLES AFFECTED WV:CH *STAGES" IN WRITING QUERIES.
FOR EXAMPLE, WHETHER OR NOT A PROBLEM WAi WELL EXPRESSED SEEMED TO AFFECT
PROBLEM FORMULATION TIME, BUT HAD NO EF-ECT UPON PROBLEP PLANNING OR PROBLEP
CODING TIMES. SPECIFIC LANGUAGE CONSTRICTIONS (ADDITIONS TO IF), SUCH Ab
CONTEXTUAL REFERENCING AND A lEd METHOD TO HANDLE LIMITED DISJUNCTIVE
PROBLEMS, WERE SHOWN TO BE USEFUL. THE TYPES OF CODING ERRORS THAT SUBJEC>.
MADE WERE IDENTIFIED AND DISCUSSED. (A)
30P, 15R.

151 PROGRAMMING, BIBLIOGRAPHY
GOULD, J.D., DOHERTY, W.J., 9 BOIES, -. J.,, BIBLIOGRAPHY OF BEHAVIORAL ASPECTS
OF ON-LINE COMPUTER PROGRAMMING (TECHNICAL REPORT RC 3513). YORKTOWN HEIGHTS,
NEd YORK: IBM WATSON RESEARCH CENTER, AUGUST 1971.

DESCRIPTION:
THIS WORK14G, NON-EXHAUSTIVE BIBLIOGRAPHY IS PEANT TO BE USEFUL FOR THOSE
CONCERNED WITH HOW PEOPLE PROGRAM COMPUTERS. STUDIES THAT CONTAIN DATA O0
NOW PFOPi.E PkOGRAM ARF EMPHASIZED. (A, ABBR.)
11P, -8R.

k,•1



152 DEBUGGING

GOULD, J.D., & DRONGOWSKI, P. AN EXPLORATORY STUDY OF COMPUTER PROGRAM
DEBUGGING. HUMAN FACTORS, 1974, 16, 2S8-277.
DESCRIPTION:

THIS EXPERIMENT REPRESENTS A NEW APPROACH TO THE STUDY OF THE PSYCHOLOGY OF
PROGRAMMING, AND DEMONSTRATES THE FEASIBILITY OF STUDYING AN ISOLATED PART OF
THE PROGRAMMING PROCESS IN THE LABORATORY. THIRTY EXPERIENCED FORTRAN
PROGRAHMFRS DEBUGGED 12 ONE-PAGE FORTRAN LISTINGS, EACH OF WHICH WAS
SYNTACTICALLY CORRECT BUT CONTAINED ONE NON-SYNTACTIC ERROR (BUG). THREE
CLASSES OF BUGS (ARRAY BUGS, ITERATION BUGS, AND BUGS IN ASSIGNMENT
STATEMENTS) IN EACH OF FOUR DIFFERENT PROGRAMS WERE DEBUGGED. THE
PROGRAMMERS WERE DIVIDED INTO FIVE GROUPS, BASED UPON THE INFORMATION, OR
DEBUGGING -AIDS-. GIVEN THEN. KEY RESULTS WERE THAT DEBUG TIMES WERE SHORT
(MEDIAN a 6 MIN.). THE AIDS GROUPS DID NOT DEBUG FASTER THAN THE CONTROL
GROUP -- PROGRAMMERS ADOPTED THEIR DEBUGGING STRATEGIES BASED UPON THE
INFORMATION AVAILABLE TO THEK. THE RESULTS SUGGEST THAT PROGRAMMERS OFTEN
IDENTIFY THE INTENDED STATE OF A PROGRAM BEFORE THEY FIND THE BUG.
ASSIGNMENT BUGS WERE MORE DIFFICULT TO FIND THAN ARRAY AND ITERATION BUGS,
PROBABLY BECAUSE THE LATTER COULD BE DETECTED FROM A HIGH-LEVEL UNDERSTANDING
OF THE PROGRAMMING LANGUAGE ITSELF. DEBUGGING WAS AT LEAST TWICE AS
EFFICIENT THE SECOND TIME PROGRAMMERS DECUGGED A PROGRAM (THOUGH lITHl A
DIFFERENT BUG IN IT). A SIMPLE HIERARCHICAL DESCRIPTION OF DEBUGGING WAS
SUGGESTED, AND SOME POSSIBLE -PRINCIPLES- OF DEBUGGING WERE IDENTIFIED. (A)
20P, 30k:.

153 PROCEDURE SPECIFICAIIOi
GOULD. J.t.. LEWIdS, C., & BECKER, C.A. WRITING AND FOLLOWING PROCEDURAL,
DESCRIPTIVE,, AND REStRiCTED SYNTAX LANGUAGE INSTRUCTIONS (RESEARCH REPORT NO.
RC-5943). YORKTOWN HEIGHTS, NEW YORK: IBM W.TSON RESEARCH CENTER. APRI 1976.
(NTIS NO. trv) A&h41289)
DESCPIPTI'llf:

TUO EXOI.ORA'IORY EXPERIMENTS COMPARED THE UxY PEOPLE (WITH NO EXPERIENCE IN
TtE US!• OF :OMPUTIM SYSTEnS) WRITE AND CARRY OUT NATURAL LANGUAGEPROCECURES, NATURAL LANGUAGE DESCRIPTIONS, AND INSTRUCTIONS EXPRESSED IN AN

ARTIFICIAL RESTRICTED SYNTfaý LANGUAGE. THE RESULTS SUGGEST THAT THERE IS
NJO SII1GLE "NATURAL" WAY THAT PEOPLE WRITE SIMPLE PLANS AND INSTRUCTIOKS.
SPEED ANID JCCURACY OF WRITING WERE ABOUT THE SAME FOR ALt. THRI•[ APPROACHES,
ALTHOIGIl THIE LINGUISTIC CHARACTERISTICS DIFFERED GREATLY FROM APPROACH TO
APPRO-4Cl1. WHILE SUBJECTS WERE TOLERANT OF AMBIGUITY BOTIH IN tORITING AND IN
CARRYING OJT INSTRUCTIONS, THEY OFTEN VOLUNTARILY EMPLOYFD RESTRICTED-SYNTAX
NOTATION INl THEIR WRITING AFTER BEING EXPOSED TO THE NOTATION. SUBJECTS'
ACCURACY IN FOLLOWING DETAILED INSTRUCTIONS WAS NO GREATER TNAN THAT IN
WRITING TIOSE INSTRUCTIONS. (A)
24P, OR.

S.-42,°



154 LINE PRINTER OUTPUT FORMATTING
GRACED G.L. APPLICATION OF EMPIRICAL METHODS TO COMPUTER-BASED SYSTEM DESIGN.

JOURNAL OF APPLIED PSYCHOLOGY, 1966, 50, 442-450.
DESCRIPTION:

THIS STUDY PROVIDES INFORMATION ABOUT THE CLARITY AND USEFULNESS OF
PRINTOUT FORMATS DESIGNED FOR USE BY MILITARY NONPROGRAMMER PERSONNEL.
THREE PRINTOUT FORMATS CONTAINING THE SAME INFORMATION WERE DESIGNED. VERBAL
PRINTOUT FORMAT PRESENTED INFORMATION IN WORDS; DATA BLOCK PRINTOUT FORMAT,
IN SETS OF DATA; EjDOFORR PRINTOUT FORMAT IN MAPLIKE FORM. TWENTY-THREE MEN
STATIONED AT PHOENIX AIR DEFENSE SECTOR SERVED AS SUBJECTS. IMMEDIATELY
FOLLOWING THE EXPERIMENTAL SESSIONS. ATTITUDE INFORMATION WAS COLLECTED IN
INDIVIDUAL INTERVIEWS. PRINTOUT FORMATS AND SETS OF INTERPRETATION QUESTIONS
WERE COMBINED FOR ANALYSIS USING A LATIN-SQUARE DESIGN. ANALYSIS OF
VARIANCE SHOWED EXPERIMENTAL TREATMENT CONDZTIONS, PRINTOUT FORMATS, AND
PRACTICE EFFECTS TO BE STATISTICALLY SIGNIFICANT. DIFFERENCES DUE TO
SEQUENCE AND TEST FORMS WERE NOT SIGNIFICANT. ATTITUDE RESULTS SUPPORTED

INFORMATION MEASURE FINDINGS. (A)
BOTH TEST SCORES AND SUBJECT PREFERENCE RATINGS WERE SLIGHTLY HIGHER FOR

DATA BLOCK FORMAT THAN FOR VERBAL FORMAT AND BOTH WERE SUPERIOR, ON BOTH
TEST SCORES AND PREFERENCE RATINGS, TO EIDQFORM FORMAT. (REA)
9P, 11R.

155 GENERAL
GRACE, G.L. PREFACE TO HUMAN FACTORS SPECIAL ISSUE: HUMAN FAC1.S IN
INFORMATION PROCESSING SYSTEMS. HUMAN FACTORS, 1970, 12, 161-164.

156 TIME-SHARING VERSUS BATCH PROCESSING
GRANT, E.E. AN EMPIRICAL COMPARISON OF ON-LINE AND OFF-LINE DEBUGGING
(REPORT NO. SP-2441). SANTA MONICA, CALIFORNIA: SYSTEM DEVELOPMENT CORP., MAY
1966. (N•IS NO. AD 633907)

DESCRIPTION:
THIS PAPER REPORTS THE RESULTS OF AN EXPERIMENT CONDUCTED AT SYSTEM
DEVELOPMENT CORPORATION IN 1965 AND EARLY 1966. THE EXPERIMENT COMPARED
THE PROGRAM DEBUGGING (CHECKOUT) PERFORMANCE OF PROGRAMMERS USING
SDCIS TIME-SHARING SYSTEM (TSS) WITH THE DEBUGGING PERFORMANCE OF
PROGRAMMERS USING A SIMULATED CLOSED SHOP. TWELVE PROGRAMMERS PARTICIPATED
IN THE STUDY. EACH PROGRAMMER WAS GIVEN TWO PROBLEM STATEMENTS AND WAS
ASKED TO WRITE A PROGRAM TO SOLVE EACH. ONE PROBLEM REQUIRED A PROGRAM TOS~INTERPRET AND SOLVE ALGEBRAIC EQUATIONS. THE OTHER PROBLEM REQUIRED A

PROGRAM TO FIND THE SINGLE k"ATH THROUGH A 20X20 CELL MAZE REPRESENTED'IN Int
COMPUTER BY A 4O0 ENTRY TABI.1. SIX SOLUTIONS (PROGRAMS) TO EACH PROBLEM
WERE DEBUGGED ON-LINE USING TSS AND SIX WERE DEBUGGED OFF-LINE USING A
SIMULATED CLOSED-SHOP SYSTEM WITH A DESK-TO-DESK TURNAROUND TIME OF TWO
HOURS. PERFORMANCE WAS MEASURED IN TERMS OF MAN HOURS TO DEBUG AND CENTRAL
PROCESSOR TIME USED IN DEBUGGING. PROGRAMMERS WHO DEBUGGED THEIR ALGEBRAIC
INTERPRETATION PROGRAMS ON-LINE USED SLIGHTLY FEWER MAN HOURS AND ABOUT THREE
TIMES AS MUCH CENTRAL PROCESSOR TIME AS DID PROGRAMMERS WHO DEBUGGED THESE
PROGRAMS OFF-LINE. PROGRAMMERS WHO DEBUGGED THEIR MAZE PROGRAMS ON-LINE
USED ABOUT ONE-THIRD AS MANY MAN HOURS AND SLIGHTLY MORE CENTRAL PROCESOR
TIME THAN THOSE WHO DEBUGGED THEIR MAZE PROGRAMS OFF-LINE. RESULTS ARE
DISCUSSED AND THE FOLLOWING POINTS ARE COVERED IN AN EFFORT TO RECONCILE
THE DISPARATE RESULTS FROM THE TWO KINDS OF PROGRAMS: (1) THE ADEQUACY AND
REALISM OF OFF-LINE SIMULATION. (2) INEQUALITIES BETWEEN THE GROUPS
ASSIGNED TO EXPERIMENTAL CONDITIONS, (5) QUALITATIVE DIFFERENCES BETWEEN
THE TWO KINDS OF EXPERIMENTAL PROBLEMS, (4) POSSIBLE ADOPTION OF
INEFFICIENT WORK HABITS ON THE PART OF PROGRAMMERS WORKING ON-LINE. (A)
16P, 8R.
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1S7 TIRE-SNARING VS. BATCH PROCESSING
GRANT, E.E., 6 SACKNAN, H. AN EXPLORATORY INVESTIGATION OF PROGRAMMER
PERFORMANCE UNDER ON-LINE AND OFF-*.INE CONDITIONS. IEEE TRANSACTIONS ON HUNAN
FACTORS IN ELECTRONICS, 1967, NFEl-5 33-48.
DESCRIPTION:

THIS IS THE FIRST KNOWN STUDY COMPARING THE PERFORMANCE OF PROGRAMMERS
UNDER CONTROLLED CONDITIONS FOR A STANDARD TASK, AN EXPERIMENT WAS
CONDUCTED TO COMPARE T4E PEAFORMANCE Of PROGRAMMERS WORKING UNDER CONDITIONS
OF ON-LINE ANP OFF-LINE ACCESS TO THE COMPUTER. TWO GROUPS OF SIX
PROGRAMMERS EACH, COMPRISING A SAMPLE OF 12 SUBJECTS, CODED AND DEBUGGED
TWO TYPES OF PROBLEMS UNDER ON-LINE AND OFF-LINE CONDITIONS IN ACCORDANCE
WITH A LATIN-SQUARE EXPERIMENTAL DESIGN. THE ON-LINE CONDITION WAS THE
NORAAL MODE OF OPERATION FOR THE SYSTEM DEVELOPMENT CORPORATION TIME-SHARING
SYSTEM; THE OFF-LINE CONDITION WAS SIMULATED USING A TWO-HOUR TURNAROUND
TIME.

STATISTICALLY SIGNIFICANT RESULTS INDICATED FASTER DEBUGGING UNDER ON-LINE
CON4D!TIONS. PERHAPS THE MOST IMPORTANT PRACTICAL FINDING OF THIS STUDY,
OVERSHADOWING ON-LINEIOFF-LINE DIFFERENCES, CONCERNED THE LARGE AND STRIKING
INDIVIDUAL DIFFERENCES IN PROGRAMMER rERFORMANCE. ATTEMPTS ARE MADE TO
RELATE OBSERVED INDIY:DUAL DIFFERENCES TO OBJECTIVE MEASURES OF PROGRAMMER
EXPERIENCE AND PROFICIENCY THROUGH FACTORIAL TECHNIQUES. IN LINE WITH THE
EXPLORATORY OBJECTIVES OF THIS STUDY, METHODOLOGICAL PROBLEMS
ENCOUNTERED IN DESIGNING AND CONDUCTING THIS TYPE OF EXPERIMENT ARE
DESCRIBED, LIMITATIONS OF THE FINDINGS ARE POINTED OUT, HYPOTHESES ARE
PRESENTED TO ACCOUNT FOR THE RESULTS, AND SUGGESTIONS ARE MADE FOR
FURTHER RESEARCH. (A)
16P, 13R.

158 PROGRAMMING LANGUAGES
GREEN, T.R.G. CONDITIONAL PROGRAM STATEMENTS AND THEIR COMPREHENSIBILITY TO
PROFESSIONAL PROGRAMMERS. JOURNAL OF OCCUPATIONAL PSYCHOLOGY, 1977, 50,
93-109.
DESCRIPTION:

PROGRAMMING LANGUAGES EMBODY TWO PRINCIPAL FORMS OF CONDITIONAL STATEMENT,
THE NESTING IF...THEN...ELSE... FORM AND THE GOTO FORM. SINE, GREEN I
GUEST (1974) COMPARED THESE TWO AND A THIRD VARIETY NOT IN COMMON USE,
NESTING WITH REDUNDANCY, AND THEY FOUND THAT NON-PROGRAMMERS LEARNING TO
WRITE PROGRAMS BASED ON CONDITIONALS OBTAINED BEST RFSULTS VITH THIS LAST
VARIETY. THEIR EXPLANAT!ON EMPHASIZED THE NEED TO COMPREHEND A PROGRAM,
AND DISTINGUISHED BETWEEN TWO COMPREHENSION PROCESSES APPLICABLE TO
CONDITIONALS: TRACING THROUGH A PROGRAM LIKE A COMPUTER, AND FINDING HOW APARTICULAR POINT IN A PROGRAM MIGHT BE REACHED. THEY HYPOTHESIZED THAT

COMPREHENSIBILITY DIFFERENCES OCCURRED MAINLY IN THE SECOND PROCESS. THE
PRESENT EXPERIKENTS COMPARED RESPONSE TIMES OF PROFESSIONAL PROGRAMMERS IN
COMPREHENSION TASKS REQUIRING EITHER THE FIRST PROCESS (EXPT. 1) OR THE
SECOND (EXPT. II). MUCH LARGER DIFFERENCES BETWEEN THE THREE STYLES OF
CONDITIONAL STATEMENTS WERE FOUND IN THE SECOND TASK, FAVOURING NESTING WITH
REDUNDANCY AND THUS SUPPORTING THE HYPOTHESIS. IMPLICATIONS FOR RESEARCH IN
THIS AREA AND FOR PROGRAMMING LANGUAGE DESIGN ARE DISCUSSED. (A)
17P, 19R.
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159 PROGRAMMING LANGUAGES
GREEN, T.R.G., SINE, N.E., 9 FITTER, N. BEHAVIOURAL EXPERIPENTS ON PROGRAMMING
LANGUAGES: SOME METHODOLOGICAL CONSIDERATIONS (MRC MEMO NO. 66). SHEFFIELD,
ENGLAND: SHEFFIELD UNIVERSI.TY, DEPARTMENT OF PSYCHOLOGY, 1975.
DESCRIPTION:

THIS PAPER OFFERS AN INrRODUCTION TO EMPIRICAL RESEARCH ON PROGRAMMING
BEHAVIOUk AND THE DESIGN OF PROGRAMMING LANGUAGES. EMPIRICAL STUDIES ARE
THE FASTEST ROUTE TO BETTER PROGRAMMING LANGUAGES - ESPECIALLY TO LANGUAGES
FOR CASUAL COMPUTER USERS. HOWEVER, EXPERIMENTS ON PROGRAMMING BEHAVIOUR
PRESENT UNIUSUAL PROBLEMS, AT ALL LEVELS FROM A THEORETICAL ANALYSIS OF WHAT
IT MEANS TO UNDERSTAND A PROGRAM TO THE INVENTION OF A SCENARIO TO ASSIST
THE EXPERIMENTAL SUBJECT. THE PROBLEMS ARE DISCUSSED FROM THE VIEWPOINT OF
APPLIED PSYCHOLOGISTS, INTRODUCING RELEVANT EVIDENCE FROM COGNITIVE
PSYCHOLOGY WHILE REVIEWING EXISTING LITERATURE ON EMPIRICAL PROGRAMMING
LANGUAGE COMPARISONS. FOUR GOALS FOR FUTURE RESEARCH EMERGE FROM THE
DISCUSSION: A MEASURE OF PROGRAM COMPREHENSION, AN EXAMINATION OF PARTICULAR
SYNTACTIC FEATURES IN COMMON USE, AN ATTACK ON THE SPECIAL PROBLEMS OF
LARGE-SCALE PROGRAMS, AND AN AT1EMPT TO ABSORB THE FINDING!, OF CONTEMPORARY
PSYCHOLINGUASTICS. (A)
50p, 49R.

160 PROGRAMMING
GRIEM, P.D., JR. TOWARD A PROGRAMMING DISCIPLINE. DATAMATION, 1972, 18, 140.
DESCRIPTION:

THIS TS A FORUM LETTER THAT POINTS TO SOME OF THE REASONS THAT SOFTWARE IS
GROWING MORE EX9ENSIVE, SHODDY, AND DIFFICULT TO STAND4RDIZE. THERE ARE
MORE TOOLS, LANIUAGES, AND FEATURES, BUT NOT, Ik GEPICRAL, BETTER ONES.
THE STANDARDIZArION EFFORTS UNDERWAY MUST CONVERGE BEFORE REAL PROGRESS WILL
BE POSSIBLE. PROJECTS ARE LATE, DO NOT MEET SPECIFICATIONS, AND TEND TO
RE-INVEN; THEIP COMPONENTS BECAUSE SCHEDULING IS NOT WELL UNDERSTOOD,
SPECIFICATIONS ARE NOT REALISTIC AND STABLE, AND PROJECTS DO NOT BUDGET
EXTRA TIME AND MONEY TO MAKE REUSABLE COAPONENTS AVAILABLE IN A FORM THAT
WILL PERMIT REUSE. (GDC)
IP, OR.

161 STRUCTURED PROGRAMMIN(;

CRIES, D. ON STRUCTURED PROGRAMMING: A REPLY TO SROLIAR. COMMUNICATIONS OF
TOE ACM, 1974, 17, 655-657.

162 PROGRAMMING
HALL, N.M., & KIDMAN, B.P. RUN MOITORING OF STUDENT PROGRAMMING. AUSTRALIAN
COMPUTER JOURNAL, 1975, 7, 127-131.
DESCRIPTIOK:

THIS REPORT IS PRIMARILY CONCERNED WITH RESULTS OBTAINED FROM AN
EXPERIMENTAL MONITORING OF COMPUTER RUNb MADE BY STUDENTS WHILE DEVELOPING
ONE PARTICULAR BASIC PROGRAM. HIGH REPORTED ERROR RATES AND A WIDE
VARIATION IN INDIVIDUAL RUN PATTERNS WERE FOUND, A LARGE NUMBER OF RUNS
BEING REQUIRED BY MANY STUDENTS. THE NUMBER OF RUNS COULD NOT BE RELATED TO
THE PROGRAM TEXT, BUT ONE PARAMETER WAS FOUND TO BE RELATED TO THE ACADEMIC
GRADE OF THE STUDENTS. THE RESULTS OBTAINED SUGGEST THAT THOSE WHO RAN
MOST PROGRAMS PER OAY DID NOT SAVE MAN-HOURS IN "DEBUGGING BY MACHINE." (A)
n?, 4R.

163 USER INVOLVEMENT IN SYSTEMS ANALYSIS
HALPERN, E.V. USER INVOLVEMENT IN THE ý.YSTEMS ANALYSIS FUNCTION. COMPUTER

9 1 PERSONNEL, 1977, 6(1-2), 3-8.
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164 NATURAL-LANGUAGE PROGRAMMING
HALPERN, M. FOUNDATIONS OF THE CASE FOR NATURAL-LANGUAGE [ROERAMMING. IEEE
SPECTRUM, MARCH 196?, 4(3), 140-149.
DESCRIPTION:

THE PURPOSE OF THIS PAPER IS TO CLARIFY SOME OF THE MISCONCEPTIONS THAT
IMPEDE USEFUL DISCUSSI(PN OF THE QUESTION OF THE SUITABILITY OF NATURAL
LANGUAGE FOR PROGRAMMING. IT IS ARGUED THAT: (1) NATURAL-LANGUAGE
PROGRAMMING IS AN ATTEMPT TO PUT NONPROGRANMMERS IN A CLOSER RELATION WITH
THE COMPUTER, (2) A NATURAL PROGRAMMING LANGUAGE MUST BE ABLE TO BE WRITTEN
EASILY, NOT JUST READ EASILY, (3) PROCESSING NATURAL LANGUAGE IS
QUALITATIVELY DIFFERENT FROM (AND EASIER THAN) TRANSLATING ONE LANGUAGE TO
ANOTHER, (4) THE REDUNDANCY )F NATURAL LANGUAGE IS AN ADVANTAGE RATHER THAN
A DISADVANTAGE, AND (5) NATURAL LANGUAGE PROGRAMMING WILL HELP BRIDGE THE
IAN-MACHINE COMMUNICATION GA0*. (REA)
lOP, 17R.

165 SOFTWARE PHYSICS
HALSTEAD, M.H. NATURAL LAWS CONTROLLING ALGORITHM STRUCTURE? SIGPLAN
NOrICES, 1972, 7, 19-26 (ALSO: (TECHNICAL REPORT NO. TR66). LAFAYETTE,
INDIANA: PURDUE UNIVERSITY, FEBAUARY 1972).

166 SOFTWARE PHYSICS
HALSTEAD, M.H. A THEORETICAL RELATIONSHIP BETWEEN MENTAL WOR9 AND MACHINE
LANGUAGE PROGRAMRING (TECHNICAL REPORT NO. CSD-TR-67). LAFAYETTE, IND!ANA:
PURDUE UNIVERSITY, DEPARTMENT OF COMPUTER SCIENCE, 1972.

167 SOFTWARE PHYSICS
HALSTEAD, M.H. AN EXPERIMENTAL DETERMINATION OF THE "PURITY- OF A TRIVIAL
ALGORITHM. PERFORMANCE EVALUATION REVIEW (ACM SIGME), MARCH 1973, 2(1),
10-15 (ALSO: (TECHNICAL REPORT NO. CSD-TR-73). LAFAYETTE, INDIANA: PURDUE
UNIVERSITY, DEPARTMENT OF COMPUTER SCIENCE, 1973).
DESCRIPTION:

EIGHTEEN VERSIONS OF ONE ALGORITHM WERE GENERATED AND USED AS EXPERIMENTAL
DATA TO STUDY "IMPURITIES" IN ALGORITHMS. THE RESULTS OF THE STUDY SHOWED
THAT ANY VERSION WHICH EXHIBITS A) SELF-CANCELLING TERMS, B) EQUIVALENT
OPERANDS, C) DUAL USAGE OF OPERAPIPS, OR D) UNFACTORED EXPRESSIONS, SHOULD
4OT BE CONSIDERED A PURE ALGORITHMS. (0)
6P. 6R.

168 SOFTWARE PHYSICS
HALSTEAD, M.H. LANGUAGE LEVEL, A 4ISSING CONCEPT IN INFORMATION THEORY.
PERFORMANCE EVALUATION REVIEW (ACM SIGME), MARCH 1973, 2(1), 7-9 (ALSO
TECtINICAL REPORT NO. CSD-TR-75, LAFAYETTE, INDIA.4A: PURDUE UNIVERSITY,
DEPM&TMENT OF COMPUTER SCIEN(E, 1973).
DESCRIP'IOh:

THIS PAPER INTRODUCES THE CONCEPT OF LANGUAGE LEVEL, A QUANTIT.TIVE
MEASUPE RELATED TO THE AVIERAGE POWER OF INDIVIDUAL STATEMENTS IN A
PARTI:ULAR PROGRAMMING LANGUAGE. (0)
3P, 6R.
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169 PROGRAMMING LANGUAGES
HALSTEAD, N.H, LANGUAGE SELECTION FOR APPLICATIONS. AFIPS CONFERENCE
PROCEEDINGS, 1973, 42, 211-214.
DESCRIPTION:

I' CHOOSING A PROGRAHMING LANGUAGE WITH WHICH TO IMPLEMENT A GIVEN CLASS
OF PROBLEMS, SEVERAL VARIABLES SHOULD BE CONSIDERED. IN GENeRAL, HOWEVER,

THE APPROACh, USED INVOLVES ONLY ADVICE SUCH AS *FOR SCIENTIFIC AND
ENGINEERING PROBLEMS, USE FORTRAN; FOR PROBLEMS WITH LARGI DATA PASES, USE
COBOL; ETC." ALTHOUGH SUCH ADVICE MAY OCCASIONALLY BE CORRECT, IT MAY BE
INCORRE:7 BIECAUSE IT IGNORES MOST OF THE IMPORTANT VARIABLES INVOLVED IN
LANGUAGE SEI.ECTION. THIS PAPER EXAMINES THE DIMENSIONS ALONG WHICH
PROGRAMMING LANGUAGES CAN BE COMPARED AND DISCUSSES THE RELATIVE IMPORTANCE
OF EACH OF THESE DIMENSIONS IN LANGUAGE SELECTION. (MEA)
4P, 14R.

170 SOFTWARE PHYSICS
HALSTEAD, M.H. SOFTWARE PHYSICS: BASIC PRINCIPLES (TECHNICAL REPORT NO.
RJ 15QZ). SAA JOSE, CALIFORNIA: IBM RESEARCH LABORATORY, 1975.

171 SOFTWARE PHYSICS
HALSTEAD, M.h. THE ESSENTIAL DESIGN CRITERION FOR COMPUTER LANGUAGES: SOFTWARE
SCIENCE (TECHNICAL REPORT NO. CSD-TR-191). LAFAYETTE, INDIANA: PURDUE
UNIVERSITY, IDEPARTMENT OF COMPUTER SCIENCE, 1976.
DESCRIPTION:

APPENDIX CONTAINS ELEVEN TEST PROGRAMS AND A DETAILED COUNT OF OPERATORS AND
OPERAFIDS. (0)
S0P, OR.

172 SOFTWARE PHYSICS
HALSTEAD, N.H. ELEHENTS OF SOFTWARE SCIENCE. NEW YORK: *SEVIER NORTH-
HOLLAND, 1977.
DESCRIPTION:

THIS COMPREHENSIVE TEXT COLLECTS AND ORGANIZES TECHNOLOGICAL DEVELOPMENTS
IN THE AREA OF SOFTWARE PHYSICS PREVIOUSLY UNAVAILABLE IN A SINGLE VOLUME.
THE AUTHOR CLEARLY DEFINES TERMINOLOGY AND HAS ORGANIZED THE BOOK WITH EACH
CHAPTER BUILDING ON THE MATERIAL PRECEDING IT. THEREFORE, THE TEXT WILL
SERVE AS BOTH AN INTRODUCTION TO THE SCIENCE AS WELL AS A BASIS FOR
CONTINUED DEVELOPMENT. (0)
141P, 56R.

173 SOFTWARE PHYSICS
HALSTEAD, M., & BAYER, R. ALGORITHM DYNAMICS. IN PROCEEDINGS, ACM NATIONAL
CONFERENCE, ATLANTA, GA, AUGUST 1973. NEW YORK: ASSOCIATION FOR COMPUTING
MACHINLRY, 1973, 126-135.
DESCRIPTION:

A TECHNIQUE FOR MEASURING SIMPLE STRUCTURAL PROPERTIES OF ALGORITHMS IS
DESCRIBED. USING THESE MEASURES, IT IS FOUND THAT FOR A NON-TRIVIAL CLASS
OF ALGORITHMS THERE IS A QUANTITATIVE RELATIONSHIP BETWEEN OPEnATORS AND
OPERANDS AND THEIR USAGE. PROPERTIES OF "FULL" AND "REDUCED" ALGORITHMS
ARE THEN EXPLORED, AND SHOWN TO PREDICT THE QUANTITATIVE RELATIONSHIP
OBSERVED. (A)
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174 SOFTWARE PHYSICS
HALSTEAO, N.H., GORDON, R.D., 9 ELSHOFF, J.L. ON SOFTWARE PHYSICS AND GRMS
PL/1 PROGRAMS (RESEARCH PUBLICATION NO. GMR-2175). DETROIT, MICHIGAN: GENERAL
MOTORS RESEARCH LABS, 1976.
DESCRIPTION:

A BETTER UNDERSTANDING OF BOTH HALSTEADOS SOFTWARE PHYSICS AND GMRS PLlI
PROGRAMS HAS RESULTED FROM APPLYING THE THEORY OF SOFTWARE PHYSICS TO THE
PROGRAMS. THE LARGE VOLUME OF DATA EXTRACTED fROM IHE PROGRAMS HAS LED TO
TWO SIGNIFICANT EXTENSIONS OF SOFTWARE PHYSICS. A GLOBAL LEVEL OF AN
ALGORITHM WHICH DEPENDS ONLY UPON A LANGUAGE AND ITS USE HAS BEEN DERIVED.

T DEVELOPMENT HAS LED TO A PREDICTIVE MEASURE FOR ESTIMATING THE TIME
JIRED TO WRITE A PROGRAM. IN TURN, THESE MEASURES GIVE NEW INSIGHTS INTO

.j; QUALITY OF THE PROGRAMMING THAT IS BEING DONE. (A)
26P, 9R.

175 SOFTWARE PHYSICS
HALSTEAD, M.H., & ZISLIS, P.M. EXPERIMENTAL VERIFICATION OF IWO THEOREMS OF
SOFTWARE PHYSICS (TECHNICAL REPORT NO. CSD-TR-97). LAFAYETTE, INDIANA: FURDUE
UNIVERSITY, DEPARTMENT OF COMPUTER SCIENCE, 1973.

176 SOFTWARE DEVELOPMENT
HANEY, F.M. MODULE CONNECTION ANALYSIS - A TOOL FOR SCHEDULING SOFTWARE
''3UGGING ACTIVITIES. AFIPS CONFERENCE PROCEEDINGS, 1972, 4', 173-179.
DESCRIPTION:

THIS PAPER DESCRIBES A SIMPLE MODEL FOR THE EFFECT OF 'RIPPLING CHANGES*
IN A LARGE SYSTEM. THE MODEL CAN BE USED TO ESTIMATE THE 'IUMBER OF CHANGES
AND A RELEASE STRATEGY FOR STABILIZING A SYSTEM GIVEN ANY SET OF INITIAL
CHANCES. THE MODEL CAN BE CRITICIZED FOR BEING SIMPLISTI(, YET IT SEEMS TO
DESCRiBE THE ESSENCE OF THE PROBLEM OF STABILIZING A SYSTtjM. IT IS CLEAP,
TO THE AUTHOR AT LEAST, THAT EXPERIMENTATION WITH THE MODULE CONNECTION
MODEL COULD HAVE PREVENTED A SIGNIFICANT PORTION OF THE SCHEDULE DELAY
THAT OCCURRED FOR MANY LARGE SYSTEMS. (A)
7P, SR.

177 PROGRAM COMPLEXITY
HANSEN, W.J. MEASUREMENT OF PROGRAM COMPLEXITY BY THE PAIR (CYCLOMATIC NUMBER,
OPERATOR COUNT). SIGPLAN NOTICES, MARCH 1978, 13(3), 29-33.
DESCRIPTION:

IN A RECENT PAPER, T.J. MCCABE (1976) INTRODUCED THE CYCLOMATIC NUMBER OF A
PROGRAM'S FLOW GRAPH AS A MEASURE OF ITS COMPLEXITY. G.J. MYERS (1977)
PROPOSED AN IMPROVED MEASURE CONSISTING OF AN INTEIRVAL WITH THE ORIGINAL
MEASURE AS ITS UPPERSOUND. I WILL ARGUE BELOW THAT -- IF TWO VALUES ARE TO
BE PRESENTED AS A MEASURE -- IT IS PREFERABLE TO COUPLE A VARIATION OF THE
CYCLOPATIC NUMBER WITH A MEASURE OF THE PROGRAM'S EXPRESSION COMPLEXITY.
(A)
SP, 5R.

178 STATISTYCS ON USER BEHAVIOR IN TIME-SHARING SYSTEM

HARALAMbOPOtVLOS, G., 9 NAGY, G. PROFILE OF A UNIVERSITY COMPUTER USER
COMMUNITY. 2'TERNATIONAL JOURNAL OF MAN-MACHiNE STUDIES, 1977, 9, 287-313.
DESCRIPTION:

THE DATA RECORDED OVER A ONE-YEAR PERIOD ON THE PERMANCNTLY MOUNTED
SYSTEfM MONITOR TAPE AT THE UNIVERSITY OF NEBRASKA IS ANALYZED WITH A VIEW
TO DETERMINE PRO1IXNENT COMPUTER USER CHARACTERISTICS. THE USERS ARE DIVIDED
INTO DISTINCT CATEGORIES ACCORDING TO THEIR PATTERNS OF COMPUTER RESOURCE
UTILIZATION. (A)
27P, 49R.
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179 PROGRAMMING LANGUAGES
HARDGRAVE, W.T. POSITIONAL VERSUS KEYWC&D PARAMETER COMMUNICATION IN
PROGRAMAING LANGUAGES. SIGPLAN NOTICES, MAY 1976, 11 (C), 52-58.
DESCRIPTION:

IW RECENT YEARS, THE STUDY OF PROGRAMIMING LANGUAGES (E.G. DIJKSTPA, DAHL,
ZAHN, AND KNUTH) HAS BEEN LARGELY DEVOTED TO THE DESIGN OF IMPKOVED
CONTROL STRUCTURES; AND WHILE THESE SIUDIES HAVE PRODUCED SIGNIFICANT
RESULTS IN IMPROVING CODE, THERE ARE A NUMBCR OF OTHER AREAS THAT FALL UNDER
THE GENERAL HEADING OF *STRUCTURED PRO;RARMING' IN WHICH SIGNIFICANT
RESULTS ARE SO FAR LACKING. ONE OF THE!SE IS THE PROBLEM OF PARAMETRIC
COMMUNICATION BETWEEN PROCEDURES. THE TRADITIONAL "POSITIONAL" APPROACH
ANP THE NEWER "KEYWORD" APPROACH ARE BRIEFLY REVZEWED, EXAMPLES OF PR~bLEM
AREAS ENCOUN(ERED WHEN USING sHE POSITIO)NAL APPROACH ARE CITED, AND
FINALLY THE KEYWORD APPROACH IS SUGGEST'D AS A VIABLE AUGMENTATION, (A)S~7P, 6R.

160 SPECIFICATIONS
HARTMAN, P.H., & OWENS, D.H. NOW TO WRITE SCFTWARE SPECIFICATIONS. IN
PROCEEDINGS, FALL JOINT COMPUTER CINFERENCE, 1967, 779-790.
DESCRIPTION:

IN 4ENERAL, COMPUTER SOFTWARE IS 'iTTING MCRE COMPLICATED AT AN INCREASING
RATE. UNFORTUNATELY, 1HE PEOPLE WHO HAVE T. DEVELOP THIS SOFTWARE HAVE BEEN
AT IT FOR ONLY A RELATIVELY SHORT TIME. THE RESULT IS PREDICTABLE: EVER-
LARGER SOFTWARE TROUBLES. TT 1 S, IN TURN, LEADS MANY PEOPLE TO FLEL INSECURE
ABOUT SOFTWARE DEVELOPMENT, TO THINK OF IT AS A MODERN "BLACK ART4 FOR WHICH
EVEN THE MOST ABLE PRACTITIONERS LOSE THE RECIPE EVERY FEW MONTHS.

WE THINK MANY OF THESE TROUBLES ARE SELF-INFLICTED, THE RESULT OF A
NATURAL DESIRC TO GET ON THE COMPUTER (AFTER %LL, ISN'T THAT WHAT
PROGRAMMING IS ALL ABOUT?) INSTEAD OF "WASTINt;" TIME IN PLANNING AND OTHER
"PAPER SHUFFLING."

TO ILLUSTRATE THIS POINT, WE PARTICULARLY DISCUSS THE SPECIFYING OF A
FORTRAN COMPILER.

THIS PAPER IS NOT A "COOKBOOK" ON HOW TO WRITE A COMPILER (THAT PROBLEM
IS TOO BROAD FOR A eRIEF DISCUSSION), NOR EVEN WHAT KIND OF COMPILER TO
WRITE. INSTEAD, IT IS AN INTRODUCTION TO A WAY OF THINKING ABOUT AND
DEFINING THE PRODUCT TO BE DEVELOPED. (A, ABBR,.)
12P, OR.

181 PERSONALIZED MAN-COMPUTER DIALOGUE
HEAFNER, J.F. A METHODOLOGY FOR SELECTING AND REFINING MAN-COMPUTER LANGUAGES
TO IMPROVE USERS' PERFORMANCE (REPORT NO. ISI/RR-74-21). MARINA DEL RAY,
CALIFORNIA: UNIVERSITY OF SOUTHERN CALIFORNIA, INFORMATION SCIENCES INSTITUTE,
SEPTEMBER 1974. (NTIS NO. AD 787684)
OESCRIOTION:

THIS REPORT Df2SCRIBES A METHODOLOGY (SUPPORTED BY A SOFTWARE PACKAGE) TO
MODEL, MEASURE, ANALYZE, AND EVALUATE USERS' PERFORIRANCE IN A MESSAGE
COMMUNICATION SYSTEM ENVIRONMENT. THE THESES OF THE REPORT ARE: (1) THAT
MODELS OF USERS AND SERVICES CAN ACCURATELY BE USED AS PREDICTORS IN
SELECTING A LANGUAGE ;ORM, FOR AN APPLICATION, WHICH WILL RESULT IN HIGH
USERS' PERFOR"ANCE, AND (2) THAT SUCH A LANGUAGE FORP IS ONLI AN
APPROXIMATION (IN TERMS OF YIELDING OPTIMAL USER'S PERFORMANCE) DUE TO
4ITHIN VARIANCES OF USER AND SERVICE-CLASSES, HENCE INDIVIDUAL, ON-LINE
REGULATION OF LANGUAGE CONSTRUCTS IS NECESSARY 70 FU07HER IPPROVE
PERFORMANCE.

THIS REPORT DEVELOPS APPROPRIATE MODELS AND ALGORITHMS, ANC STATES
HYPOTHESES RELATING THE INTERACTIVE EFFECTS OF USERS, SERVICES, LAKGUAGE
FORMS, AND OTHER VARIABLES IMPOR(ANT !N MAN-MACHINE DISCOUPSE. AN
EXPERIMENTAL DESIGN IS PRESENTED, WHICH TESTS THE MAJOR HYPOT7HSES. (A)
64P, 10R.
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1~2 PROYOCaL A.,ALYSIS FOP DESIGN OF MAN-COMPUTER DIALOGUE
IIEAFN ER, J.F. PkOTOCOL ANALYSIS Of MAN-COMPUTER LANGUAGES: DESI6N AND
PRELIMINARY F!aDIUGS (REPORT NO. ISI/RR-75-34). MARINA DFEL REY, CALIFORNIA:
UNIVERSIT'I )F SOUTHERN CALIFORNIA, IPFORPRATION CCIENCFS INSTITUITE., JULY 1975,
Ct~fIS NO0. AD' A 13568)
DESCRIPTION:

THIS REP)IRT PtSCRIBES AN ON-6OING ZoTUD* IN v!AN-MACHINE COMMUINICATIONS. THE
STUDY'S AAl.j 1hLMISE IS TitAT IN fPEVELOPI.N6 MAN-COMPUTER LANGUAGES, ONE
SHOULD C)NS~a'L THE USERS$ NEEDS AND HABITS, AS WELL AS FEATURES OF THE
CO.WPUTEN SERVICE. THE PROBLEr, IA' DOING SO IS THAT THE DESIGNER -!ES NOT
iiAVE SUFFICIENT QUANTITATIVE INFCRNATION ABOUT THE USEPS TO ENABLE HIM TO

__ SPECIFY LANGUAGES PERMITTING NEAR-OPTIMAL PERFORMANCE. THE STUDY PROPOSES

ADTESTS A M.ETHOD TO ACHIEVE A CLOSER FIT 13ETimEEN USERS AND THEIR COMPUTED
TOKEN LANGUAGES OF SEVERAL SYNTACTZC FORMS ARE DEFINED. THEN, RES2APCH

APOTHESES ARE STATED CONCERNING THE USERS' PREFERENCES REGARDING THE
LNGUAGE STRUCTURE AND VOCABULARY. NEXT, AN EXPERIMENT DESIGN IS DESCRIBED,
BASED 0O STPTISTICAL MODEL OF OBSERVATIONS OF COMMANDS ENTERED DY USERS
ASTHEY P!Ft- A STANDARDIZED TASK. THE METHOD IS TESTED BY PROTOCOL
AALYSIS .!lt4 '.D9JECTS WHO ARE POTENTIAL USERS. IN THr; PROTOCOL ANALYSIS,
SUBJCTSV`CLLY STATED COM0MANDS IN ZACH OF THE TOKEN i.ANGUAGES AS THEY

PERFOR.4'At) T-i: STANDARDIZED TASK. THESE RESPONDENTS WERE REQUESTED TO
CH*ýNGE THE GRAPPAR OF EACH LANGUAGE (DURING THE TASK; TO MAKE IT MORE
~4A711RAL FOR THfý* TO USE. THEIR TASK INPUTS WERE USED TO TEST THE
HYP3THESIS. TkEF REPORT CONCLUDES THAT THE M4ETHOD Of NODEI.LING USERS AND
THEN TESrI-,G r'~P'FT LANGUAGES IS USEFUL IN LANGUAGE DESIGN, SINCE THERE WAS
A CONSE%cU% -F USERS' OPINIONS AS TO SPECIFIC LANGUAGE IMPROVEMENTS. (A)
227P, 24R.

143 PROGRAMM'IN~G LANGUAGES
RE.IIER, E.C.Ih. 'AERLIN: TOWARDS AN IDEAL PROGRAMMING LANGUAGE (TECHNICAL REPORT
NO. CSRG-57). TORONTO, CANADA: UNIVERSITY OF TORONTO, COMPUTER SYSTES
RESEARCH GROUP-, 1975.
DESC'zIPTION:

AtCEPTING THE PREMISE THAT MACHINES SHOULD BE DESIGktD TO SUIT THE LANGUAGES
THAT WILL BE IMPLEMENTED ON THEM, AND NOT VICE VERSA, THIS PROJECT EXPLGRAES
ISSUES OF LANGUAGE DES16!, MEOT INFLUENCED BY IMPLE14ENTATION CONSIDERAT2ACNS..
OUR CONCERN IS ONLY CONVENIENCE FOR THE DEVLLOPPENT AND CLEAR EXPRESSION
3F ALGORTTitvS. UNDER THIS, WE INCLUDE SIMPLICITY, A P.INTMUP, OF TERMINOLOGY.
FREEDOM F-'. 35'SELESS RESTRICTIONS, LACK OF tOSELESS REDUNDANCY, INCLUSIOT.
Of UJSEFUjL -:'0I'PANCYj, AND AFFINITY or LANGUA~GE STRUCTURES TO THOUGHT
STRUCTUP-.>. I'l ATTEMPT IS MADE TO INTRODUCE A DISCiPlIF Cý LANGUAGE
DESIGN, r-ATP-ý THAk STICKING TOGETHER FAVORITE LANGUAGE iEATUPES. (A)
43P, 16R.

184 PATURAL LAk--UAGE PROGRAMMING
HFUDORN, 4.1., AUTIMATIC PROGRAi1AING THROUGH NATURAL LANGUAGE DIALOGUE: A
SURVEY. t9% .JCURNAL Of RESEARCH AND DEVELOPMENT, 1976, 2G, 3P~2-313.
DESCRIPTIOb-

THIS PAPER DESCRIBES AND COPPARES FOUR R~ESEARCH PROJECTS WHOSE GOAL IS TO
DEVELOP AN .AUTOKAT1C PROGRAM1IING SYSTEM THAT CAN CARRY ON A NATURAL
LANGU!AGE DIALCGUE WITH A USER ABOUT HIS REQUIREPENTS AND THEN POODUCE A4i
APROPRIATF PPCSRAM. IT ALSO DISCUSSES S;)PS CF THE IMPORTANT !SSgiS IN THIS
RESEARCIJ AFEA. (A)
12P, 39A.
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185 PROGRAMMING

HENDERSON, P., 9 SNOWDON, R. AO EXPERZMENT IN 3TRUCTURED PROGRAMMING. BIT,
1972, 12, 3b-il.
DESCRIPTION:

THE CONSTRUCTION OF A PROGR*A TO SOLVE A SIMPLE PROBLEM, WRITTEN USING ATOP-DOWN STRUCTURAL APPROACH,• IS $&SCRIBED. AN INDEPENDENT ANALYSIS OF T41S

PROGRAM IS PRGVIDED COMMENTING ON TdC POSSIBLE PROBLEMS THAT ARISE FROM TWE
USE OF SUCH A TE:HNIOUE. (A)
16P, SR.

186 SOFTWARE ENGINEERING
HEWITT, C.E., & SMITH, R. TOWARDS A PROGRAMMING APPRENTICE. IEEE tRANSA' lIONS
O4 SOFTWARE ENGINEERING, 1975, SE-1(2), 26-45 (ALSO TECHNICAL R'PORT,
CAMBRIDGE, MASSACHUSETTS: MASSACHUSETTS I1SWi1UTE JF TECHONLOGY, ARTIFICIAL
INTELLIGENCE LABORATORY, 1975). (NTIS NO. AD A009619)
DESCRIPTION:

THE PLANNER PROJECT IS CONSTRUCTING A PROGRAMMING APPRENTICE TO ASSIST IN
KNOWLEDGE BASED PROGRAMMING. WE WOULD LIKE TO PROVIDE AN ENVIRONMENT
WHICH HAS SUBSTANTIAL KNOWLEDGE OF THE SkAANTIC DOMAIN FOR WHICH THE
PIRORANS ARE BEING WRITTEN, AND KNOWLEDGE OF THE 9UtPOSES THAT THE PROGRAM4
ARE SUPPOSED TO SATISFY. FURTHER, WE WOULb LIKE TO MAKE IT EASY FOR THE
PROGRAMMER TO COMMUNICATE THE KNOWLEDGE ABOUT THE PROGRAM TO THE APPRVnTICE.
THE APPRENTICE IS TO AID EXPERT PROGRAMMERS IN THE FOLLOWING KINDS OF
ACTIVITIES:
1) ESTABLISHING AND MAINTAINING CONSISTENCY OF SPECIFICATIONS,
2) VALIDATING THAT NODULES MEET THEIR SPECIFICATIONS,
3) ANSWERING QUESTIONS ASOUT DEPE kCIES BEYWEEN MODULES,
4) ANALYZING IMPLICAT!ON$ OF PERTURBATIONS IN NODULES,
5) ANALYZ•!N IHPLICATIONS OF PERTURBATIONS IN SPECIFICATIONS.

WE USE CONTRACTS (PROCEDURAL SPECIFICATIONS) TO EnPRESS WHAT IS SUPPOSED
TO BE ACCOMPLISHED AS OPPOSED TO HOW IT IS SUPPOSED TO Bk DONE. THE IlEA
IS THAT AT LEAST TWO PROCEDURES SHOULD BE WRITTEN FOR EACH MODULE IN A
SYSTEM. 0E PROCEDURE IMPLEMENTS A METHOD FOR ACCOM4PLISHING A DESIREDTRANSFORMATION AND THE OTHER CAN CHECK THAT THE TRA•$SORMATION HAS IN FACT
B• ACCOMPLIS4ED. THE PROGRAMMING APPRENTICE IS DESIGNED FOR INTERACTIVE
11- BY EXPERT PROGRAMMERS IN THE META-EVALUATION OF IMPLEMENTATIONS IN !HE

iNTEXI OF THEIR CONTRACTS AND BACKGROUND KOCWLEDGE. META-EVALUATICM
PRODUCES JUSTIFICATION WHICH MAKES EXPLICIT EXACTLY HOW THE MODULE DEPEW;
ON THE CONTRACTS OF OTHER MODULES AND ON THE BACKGROUND KNOWLEDGE. THE
JUSTIFICATIOa IS USED IN ANSWERING OQUESTIONS ON THE BEHAVIOR DEPENDENCIES
BETWEEN MODULES AND IN ANALYZING THE IMPLICATIONS ON PERTURBATIONS IN
SPECIFICATIONS AWDIOR IMPLEMENTATION. (A)

187 NAIIURAL-LANGUAGE PROGRAMMANING

HILL, I.D. WOULDN'T IT BE NICE IF WE COULD WRITE COMPUTER PROGRAMS IN
ORDINARY ENGLISH -- OR WOULD IT? COMPUTER BULLETIN, JUNE 1912, 16(6),
306-312.
DESCRIPTION:

ONE ARGUMlENT THAT IS FREQUENTLY PAVE INl FAVOR Of NATURAL-LANGUA6E
PROGRAMMING IS THAT PEOPLE SHOULD BE ABLE TO COMMUNICATE WITH COMPUTERS
IN THE SAME WAY THAT THEY COMMUNICATE WITH EACH OTHER. WHILE IT IS
DESIRABLE TO HAVE A COMMON MODE OF COMMUNICATION, THIS DOES NOT IMPLY THAT
UE NEED TO TEACH COMPUTERS ENGLISH; AN ALVERNATIVE IS TO TEACH PEOPLE TO
COMMUNICTE WITH EACH OTHER THROUG.J UNAMBIGUOUS INSTRUCTIONS. THIS PAPER
WILL CONSIDER THE XNTPICACIES IN NATURAL ENGLISH THAT PRO0I3IT NATURAL
LANGUAGE AND SIMULTANEOUSLY ILLUSTRATE THE NEED FOR PEOPLE TO USE
PROGRAMMING LANGUAGES IN THEIR INTERACTIONS WITH OTHERS. (MlEA)
7P. 12R.



188 PROGRAMMING LANGUAGES
HOARE, C.A.R. HINTS FOR PROGRAMMING LANGUAGE DESIGN (TECHNICAL REPORT NO.
CS-73-403). STANFORD, CALIFOENIAs STANFORD UNIVERSITY, DEP*PNENT OF COMPUTER
SCIENCE, DECEMBER 1973. (NTIS NO. AD 773391)
DESCRIPTION:

THIS PAPER (BASED ON A KEYNOTE ADDRESS PRESENTED AT THE SIGACT/SIGPLAN
SYMPOSIUM ON PRIh!XPL!S OF PROGRAMMING LANGUAGE, BOSTON, OCTOBER 1-3,
1973) PRESENTS THE VIEW THAT A FROGRAMMXNG LANGUAGE IS A TOOL WHICH SHOULD
ASSIST THE PROGRAMNER IN THE HOST DIFFICULT ASPECTS OF HIS ART, NAMELY
PROGRAM DESIGN, DOCUMENTATION, AND DEBUGGING. IT DISCUSSES THE OBJECIIVE
CRITERIA FOR EVALUATING A LANGUAGE DESIGN, AND ILLUSTRATES THEN BY
APPLICATION TO LANGUAGE FEATURES OF BOT11 HIGH LZVEL LANGUAGES AND MACHINE
CODE PROGRAMMING. IT CONCLUDES WITH AN ANNOTATED READING LIST,
RECOMMENDED TO ALL INTENDING LANGUAGE DESIGNERS. (A)
31P, 9R.

189 NATURAL-LANGUAGE PROGRAMMING
HOBBS, J.R. WHAT THE NATURE OF NkTURAL LANGUAGE TELLS US ABOUT HOW TO MAKE
NATURAL-LANGUAGE-LIKE PROGRANWING LANGUAGES MORE NATURAL. IN PROCEEDI4GS OF
THE ACM SYMPOSIUM ON ARTIFICIAL INTELLIGENCE AND PROGRAMMING LANGUAGES, SIGPLAN
NOTICES, AUGUST 1977, 12(8), 85-93 (ALSO: S2GART NEWSLETTER, AUGUST 1977, 64,
35-91).
DESCRIPTION:

WHEN A STUUENT IS LEARNING AN ALGORITHM FROM A TEXTBOOK, HIS FIRST APPROACH
IS FREQUENTLY THROUGH AN ENGLISH DESCRIPTIOn. THIS IS NORMALLY EASIER
TO UNDERSTAND THAN RAW CODE, AND SOMETIMES EASIER THAN A FLOWCHART, IN
SP:TE OF THE FACT THAT PROGRAMMING LANGUAGES ARE DESIGNED FOR ALGORITHM
SPECIFICATION WHILE ENGLISH IS OKLY PRESSED INTO ITS SERVICE. IF THE
qNGLISH IS EASIER TO UUDERSIAND, IT IS L3KELY THAT IT HAS MANY FEATURES
TOAT WOULD EASE PROGRAMMING ITSELF. THIS PAPER INVESTIGATES SOME OF THESE
F:ATURES. (A)
9P, 9R.

190 PROGRAMMING
HOC, J.M. THE ROLE OF MEUTAL REPRESENTATION IN LEARNING A PPOGRAMMING
LANGUAGE. INTERNATIONAL JOURNAL OF MAN-MACHINE STUDIES, 1977, 9, 87-105.
DESCRIPTION:

A THEORETICAL FRAMEWORK HAS BEEN DEFINED AND BEGUN TO GET A VALIDATION BY A
PRELIMINARf EXPERIMENT. THIS EXPERIMENT ENABLED US YO SHbW THAT THE
PROGRAMMING LANGUAGE IS INTERIORIZED BY THE SUBJECT STEP BY SYEP IN THE
FORM OF A "SYSTEME DE REPRESENTATION ET DE TRAITEMENT" (SRT) 1k WHICH THE
SKILLED PROGRAMMER WILL BE ABLE TO ANALYZE THE PROBLEMS. BEFORE THIS, HE
PERFORMS HIS ANALYSIS IN OTHER SRTS MORE OR LESS COMPATIBLE WITH THE
PROGRAMMING LANGUAGE. NINETEEN SUBJECTS, AT VARIOUS LEVELS OF TRAINING, HAD
TO CONSTRUCT THE COBOL-ALGORIGRAM OF THE PRORLEM OF CONIROLLING A SUBWAY
TICKET MACHINE. AN ANALYSIS OF THE ERRORS AND A DESCRIPTION OF ANALYSIS
STRATEGIES, BY MEANS OF 22 VARIABLES, HAVE BEEN PERFORMED IN ORDER TO
SPECIFY THREE IMPORTANT STEPS THROUGH THE PRO(.RAMMING LANGUAGE LEARNING.
(A)
19P, 20R.
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191 PROGRAMMING
HOLTON, J.B. ARE THE NEW PROGRAMMING TECHNIQUES BEING USED? DATAMATION, JULY
1977, 23M,), 97-103.
DESCRIP1ION:

IT IS OFTEN CLAIMED THAT THE USE OF EFFECTIVE SYSTEM DEVELOPMENT TECHNIQUES
CAN LEAD TO GREATER SUCCESS IN BUSINESS DATA PROCESSING FUNCTIONS. THIS
PAPER PRESENTS THE RESULTS OF A SURVEY DIRECTED AT DETERMINING HOW
OIDESPREAD IS YHE USE OF SUCH TECHNIQUES AND HOW EFFECTIVE THEY ARE. THE
FOLLOWING TECHNIQUES WERE INVESTIGATED: STRUCTURED PROGRAMM4ING. TOP-DOWN
DESIGN AND IMPLEMENTATION, THE STRUCTURED WALK-THROUGH, PROGRAPIMER TEAM
OPERATIONS, AND USE OF A PROGRAM DEVELOPMENT SUPPORT LIBRARY. IT APPEARS
THAT THESE TECHNIQUES ARE NOT WIDELY USED, BUT THEY HAVE BEEN FOUND TO BE
VERY USEFUL WHEN THEY HAVE BEEN TRIED. (MEA)
SP, OR.

192 PROGRA4MINN
HORNING, J.J., t WORTNAN, D.B. SOFTWARE HUT: A COMPUTER PROGRAM ENGINEERINC
PROJECT IN THE FORM OF A GAME. IEEE TRANSACTIONS ON SOFTWARE ENGINEERING,
1977, SE-3, 325-330.
DESCRIPTION:

THE SOFTWARE HUT (A SAALL SOFTWARE HOUSE) IS A COIJRSE PROJECT DESIGNED FOR A
GRAhLUA1E-LEVEL COURSE IN COMPUTER PROGRAP ENGINEFRING. THIS PAPER DESCRIBES
THE SOFTWARE HUT PROJECT AND DISCUSSES THE AUTHO'RS* EXPERIENCE USING IT IN
GRADUATE COURSES AT THE UNIVERSITY Of TORONTO. SUGGESTIONS FOR ImFROVEMENTS
'N tHE PROJECT ARE GIVEN. (A)
6P, 9R.

103 STRUCTURED PROGRAMvING
HOROWITZ, E. FORTRAN: CAN IT BE STRUCTURED -- SHOUL• IT BE? COMPUTER,
JUNE 1975, 806), 32-37.
DESCRIPTIOK:

IN ADDITION TO THE COMMONLY ACCEPTED CRITERIA OF CORRECTNESS AND EFFICIENCY,
STRUCTURED PROGRAMMING EMPHASIZES THREE CRITERIA FOR DESIGh AND CODING -
READABILITY, KODIFIABILITY, AND PROVABILITY. THIS PAPER EXPLORES THE
ADVANTAGES AND DISADVANTAGES OF S7P.CTURED FORTRAN. IT IS CONCLUDED THAT
STRUCTURED FORTRAN HAS BOTH GOOD POINTS AND LIPITATIONS, THAT USING
STRUCTURED FORTRAN DOES N('T NECESSARILY IMPLY THE USE OF STRUCTURED
PROGRAMNING, BUT ALSO THAT IT HAS SEVERAL ADVANTAGES THAT SHOULD PROVE
9ENEFICIAL WHEN IT IS CAREFULLY APPLIED. (MEA)
3P, 1.R.

194 LARGE SOFTWARE SYSTEMS
HOROWITZ, E. (ED.) PRACTICAL STRATFGIES FOR DEVELOPING LARGE SOFTWARE
SYSTEMS. READING, 1ASSACHUSETTS: ADDISOK-WESLEY, 1975.

195 COMPUTER ?-ERSONEL
HUNT, U., & RANDHAWA, B.S. RELATIONSHIP BETWEEN AND AMONG COGNITIVZ VARIAELES
AND ACAIEVEMENT IN COMPUTATIONAL SCIENCt. EDUCATIONAL AND PSYCHOLOGICAL
MEASUREMENT, 1973, 33, 921-928.
DESCRIPTION:

A STUDY UAS CONDUCTED TO TEST THE VALIDITY OF AN INTUITIVE ANALYSIS OF TFE
RE2UISITE COGNITIVE AeILITIES REQUIRED FOR SUCCESS IN A SECOND YEAR COMPUTER
SCIENCE COURSE. TWELVE EXISTING TESTS OF COGNITIVE ABILITIES WERE UTILIZED.
FOUR OF THESE TESTS WERE FOUND TO BE USFFUL PREDICTORS OF SUCCESS, AS
%EASURED BY COURSE GRADE. (MEA)
;P, SR.
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196 USER PROFILE
HUNT, E., DIEHR, G.. & GARNATZ, D. WHO ARE THE USERS? AN ANALYSIS OF
COMPUTER USE IN A UNIVERSITY COMPUTER CENTER. AFIPS CONFERENCE PROCEEDINGS,
1971, 38, 231-238 (ALSO TECHNICAL REPORT NO. 70-09-05, SEATTLE, WASHINGTON:
UNIVERSITY OF WASHINGTON, COMPUTER SERV'ICE GROUP, SEPTEMBER 1970).

197 SOFTWARE DEVELOPMENT AND MAINTENANCE
IVIE, E.L. THE PROGRAMMER'S WORKBENCH .-- A MACHINE FOR SOFTWARE DEVELOPMENT.
COMMUNICATIONS OF THE ACM, 1977, 20, 74i-753.
DESCRIPTION:

ON ALMOST ALL SOFTWARE DEVELOPMENT PPO4ECTS THE ASSUMPTION IS MAVE THAT THE
PROGRAM DEVELOPMENT FUNCTION WILL BE DONE O THE SAME MACHINE ON O4HICH THE
EVENTUAL SYSTEM WILL RUP. IT IS ONLY WHEN THIS PRODUCTION MACHINE IS
UNAVAILABLE OR WHEN ITS PROGRAMMING ENVIRONMENT IS TOTALLY INADEQUATE THAT
ALTERNATIVES ARE CONSIDERED. IN THIS PAPER IT IS SUGGESTED THAT THERE ARE
MANY OTHER SITUATIONS WHERE IT WOULft BE ADVANTAGEOUS TO SEPARATE THE PROGRAM
DEVELOPMENT AND MAINT'NANCE FUNCTI¼ ONTO A SPECIALIZED COMPUTER WHICH IS
DEDICATED TO THAT PURPOSE. SUCH A COIMPUTER IS HERE CALLCD A PROGRAMMERRS
WORKBENCH. THE FOUR BASIC SECTIONS 01: THE PAPER INTRODUCE THE SUBJECY,
OUTLINE tHE GENERAL CONCEPT, DISCUSS AREAS WHERE SUCH AN APPROACH MAY PROVE
RENEFICIAL, AND UESCRIBE AN OPERATIONAL SYSTEM UTILIZING THIS CONCEPT. CA)
SP, 7R.

198 PRO;RAMMING
JACSOH, K., 9 BUCHAN, D.E. AN EXERCISE IN PROGRAM DESIGN (REPORT NO.
RRE-AEMO-2?1O). MALVERN, ENGLAND: ROYAL RADAR ESTAeLISHMENT, OCTOBER 1971.

199 PROGRAMMING
JACKSON, N.A. PRINCIPLES OF PROGRAM DESIGN. NEW YORK: ACADEPIC PRESS, 1975.

2CD PROGRAMMER PRODUCTIVITY
JOHNSON, J.R. A WORKING MEASURE OF PRODUCTIVITY. DATAMATION, FEBRUARY
19??, 23(2), PP. 1-16-107; 109; 112.

'1? PROGRAMMING
JO1T LOGISTICS COMMANDERS. FINAL REPORT OF THE JOINT LOGISTICS COMMANDERS
ELECTFONtC SYSTEMS RELIABILITY WORKSHOP, 5-9 MAY 1975, AIRLIE HOUSE. WARRENTON,
VIRGINIA: JOINT TECHNICAL COOROIDATING GROUP ON ELECTRONIC EQUIPMENT
RELIA31LIT1. DEPARTMET OF THE ARMY, THE NAVY AND THE AIR FORCE, OCTOBER 1975.
DESCRIPTION:

4E DEPART4ENT OF DEFENSE IS CURRENTLY SEEKING PETHODS TO IPPRCVE THE FIELD
RELIABILITY OF ITS ELECTRONIC SYSTEMS, PARTICULARLY WEAPON !'STEMS. SINCE
10DEReN EAPON SYSTEPS NOW CONTAIN AN INCREASING NUMBER CF reMEDDED DIGITALCOMPUTER SUdSYSTEMS, THE QUESTION OF HOW TO DEVELOP HIGHLY RELIABLE COMPUTER

PROGRAMS (OR SOFTWARE) mAS 8ECOVE OF VITAL INTEREST TO EXECUTIVES AT THE
41GHEST LEVELS OF GOVERNMENT. THIE PAPER ADDRESSES THE SOFTWARE RELIABILITY
iUESTION IN THIS CONTEXT AND DESCRIBES SOME OF THE PROBLEMS BEING
ENCOUNTE-iED, THE REASONS FOR THEM, AND SUGGESTIONS FOR TPEIR RESOLUTION.
(A)
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202 SPECIFICATIONS

JONES, oN.e HiPO FOR DEVELOPING SPECIFICATIONS. DATAMATION, MARCH 1976,
22(3), PP. 11?; 114; 121; M25.
DESCRIPTION:

A PRECISE DEFINITION OF USER REQUIREMENTS IS ESSENTIAL TO THE DEVELOP14ENT OF
A CORRECT DATA PROCESSING SYSTEM. TOO FREQUENTLY, THE CONTENT% OF
SPECIFICATION PACKAGES ARE FUZZY, INACCUItATE, AND INCOMPLETE, h£SULtING IN
SYSTEMS WITH THESE SAME CHARACTERISTICj. IMAGINE, THEN. UNDERTAKING A DATA
PROCESSING PROJECT WITH NO WRITTEN USER SPECIFICATIONS, YET DELIVERIPIG A

QUALITY SYSTEM WHICH MEETS USER REQUIREMENTS IN ALL RESPECTS* THIS fiAY
SEEM IMPOSSIBLE, BUT IT HAS BEEN ACHIEVED USING A TECHNIQUE KNOWN AS HIPO
TO DEVELOP AND DOCUMENT SYSTEM SPECXFICATIONS. CA)VP, OR.

&03 DOCUMENTATION

JUDD, D.R. THE DOCUMENrATION OF COMPUTER PROGRAMS. I INFOTECH INFOFMATION
LTD. SOFTWARE ENGINEERING. BERKSHIRE, ENGLAND: INFOTECA INFORMATION P.TD.,
1972, 411-424.
DESCRIPTION:

THIS PAPER PROVIDES A BRIEF INTRODUCTION TO THE PURPOSES OF COMPUTER PROGRAM
DOCUMENTATION. SEVERAL STAGES OF DOCUMENTATION ARE IDENTIFIED AND THE
FUNCTIONS THAT EACH MUST FULFILL ARE SPECIFIEI. THE STAGES OF DOCUMENTATION
CONSIDERED ARE: PROGRAM DESIGN, ERROR DIAGNOSIS, OPERATIONS, MAINItENANCE,
DEVELOPMENT, AND MARKETING. (MEAl
12P, OR.

2"4 SOFTWARE TESTINC AND VALIaT!iON
KANE, J.R., & YAU, S..S. CONCURRENT SOFTWARE FAULT DETECTION. IEEE
TRANSACTIONS ON SOFTWARE ENGINEERING, 1975, SE-1, 87-99.
DESCRIPTION:

A MODULE IS AN ABSTRACT COMPONENT OF A SOFTWARE SYSTEM. IT MAY BE
INTERPRETED AS A MACHINE INSTRUCTION, HIGH LEVEL LANGUAGE STATEMENT,
SUBROUTINE, PROCEDURE, ETC. A SEQUENCE OF MODULES IS EXECUTED FOR EACH
TRANSACTION PROCIESSED BY THE SYSTEM. CONTROL FAULTS MANIFEST THEMSELVES
AS INCORRECT EXECUTION SEQUENCES. A GRAPH-THEORETIC NODEL FOR SOFTWARE
SYSTFEMS IS PRESENTED WHICH PERMITS A SYSTEM TO FE CHARACTERIZED BY ITS SET OF
ALLOWABLE EXECUTION SEQUENCES. IT IS SHOWN HOW A SYSTEM CAN BE STRUCTURED
SO THAT EVERY EXECUTION SEQUENCE AFFECTED BY A CONTROL FAULT IS OBVIOUSLY
IN ERROR, I.E., NOT IN THE ALLOWABLE SET DEFINED BY THE SYSTEM MODEL.
FAULTS ARE DETECTED BY MONITORING THE EXFCUTION SEQUENCE OF EVEPY
TRANSACTION PROCESSED BY THE SYSTEM AND COMPARING ITS EXECUTION SEQUENCE TO
THE SET OF ALLOABLE SEQUENCES. ALGORITHMS ARE PRESENTED BOTH FOR
STRUCTURING A SYSTEM SO THAT ALL FAULTS CAN BE DETECTED AND FOR FAULT
DETECTION CONCURRENT WtTH SYSTEM OPERATION. SIMULATION RESULTS ARE
PRESENTED WHICH SUPPORT THE THEORETICAL DEVELOPMFcT OF THIS PAPER, (A)
13P, lOR.
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215 AUTOMATIC PROGRAMMING
KIl4T, E. TH4E SE1LECTION OF EFFICIENT IMPLEMENTATION FOR A HIGH-LEVEL LANGUAGE.
III PROCEEDINGS (IF THE ACH SYMPOSIUM ON ARTIFICIAL INTELLIGENCE AND PROGRAMMING

I.INGUAGES, SIGPLAN NOTICES, AUGUST 19?7, 12(8), IAO-146 (ALSO:: SIGART
IIAISLETTER, AUGUST 1977, NO. 54, 140-146).
II, E'SC(RIPTION :

THIS PAPER CONSIDERS THE PROBLEM OF IDENTIFYING AN EFFICIENT SET OF
IMPLE1ENTATIONS FOR THE ABSTRACT CONSTRUCTS IN A VERY HIGH LEVEL PROGRAM

e DESCRIPTION. LIBRA IS A SYSTEN THAT PRUNES AND EXPANDS A TREE OF PARTIALLY

IMPLEMENTED PROGRAM DESCRIPTIONS, GIVEN A SET OF REFINEMENT RULES FOR
GENERATING THE TREE. SEVERAL SETS OF RULES GROUP, ORDER, AND SELECT
REFINEMENTS. THE ANALYSIS OF THE COST OF A PROGRAM (OR PROGRAM PART) AT
ANY LEVEL OF REFINEMENT IS MAINTAINED FOR COST COMPARISONS BETWEEN DIFFERENT
REFINEMENTS, FOR BOTTLENECC: IDENTIFICATION, AND FOR BRANCH AND BOUND SEARCH.
(A)
7P, 11R.

206 STRUCTURED PROGRAMr-ING
KATKUS, G.R. APPLYING STRUCTURED PROGRAMMING TO COMMAND, CONTROL, AND
COMMUNICATION SOFTWARE DEVELOPMENT. COMPUTER MAGAZINE, JUNE 1975, 8(6),
43-47.
DESCRIPTION:

MUCH HAS BEEN WRITTEN DESCRIBING STRUCTURED PROGRAMMING (SP) TECHNOLOGIES,
BUT LITTLE H4S BEEN WRITTEN CONCERNING MEASURABLE RESULTS FROM USING THOSE
TECHNOLOGIES TO DELIVER PROGRAMS WITHIN COST, TIME, AND PERFORMANCE
CONSTRAINTS. SP TECHNOLOGIES HAVE BEEN APPLIED TO LARGE-SCALE REAL-TIME
PROGRAM DEVELOPMENT, ANALYZED, AND FURTHER DEVELOPED AT HUGHES AIRCRAFT
COMPANY SINCE 1971. AS NEW SOFTWARE PROJECTS ARE STARTED, THE RESPECTIVE
MANAGERS MUST STA7E WHICH OF TiHE TECHNOLOGIES WILL AND WILL NOT BE USED.
THE USE OF TPE APPLIED TECHNIQUES AS THEN MONITORED TO DETERMINE BENEFITS
AND PROBLEMS AND TO DEFINE USEFUL MODIFICATIONS TO THE TECHNOLOGIES. (Wi
SP, 1R.

2J7 SOFTWARE DESIGN
KATZAN, H., JR. SYSTEMS DESIGN AND DOCUMENTATION -- AN INTRODUCTION TO THE
HYPO METHOD. NEW YORK: VAN NOSTRAND REINHOLD, 1976.

2.8 EMPEDDED TRAINING IN SYSTEM FOR NAIVE USERS
KENNEDY, T.C.S. SOME BEHAVIOURAL FACTORS AFFECTING THE TRAINING OF NAIVE
USERS OF AN INTERACTIVE COMPUTER SYSTEN. INTERNATIONAL JOURNAL OF
MAN-MACEINE STUDIES, 1975, 7, 817-34.
DESCRIPTION:

THIS PAPER DESCRIBES THE DESIGN CONSIDERATIONS UNDERLYING THE DEVELOPMENT
OF A SELF-CONTAINED COMPUTER SYSTEM WHICH IS TO FORM THE BASIS OF A MEDICAL
INFORMATION SYSTEM AT SOUTHEND HOSPITAL. A DETAILED TRIAL HAS BEEN
CONDUCTED TO EXAMINE THE PROBLE4S IN TRAINING NAIVE COMPUTER USERS IN THE
USE OF SUC4 A SYSTEM. THE TRIAL INVOLVED A LARGE SAMPLE OF CLERICAL AND
SECRETARIAL STAFF AND PROVIDED 50 HOURS OF OBSERVATION AND MEASUREMENT
OF MAN-MACHINE INTERACTION. ANALYSIS OF TEST RESULTS HAS REQUIRED THE
DEVELOPMENT OF NEW MEASURES OF PERFORMANCE FOR RECORDING BEPAVIORAL
VARIABLES, CCNCEPTUALIZATION OF THE SYSTEM, AND LEVEL OF ABILITY.

IT !S SHO4WN T4AT IT IS POSSIBLE, WITH A SELF-TEACHING COMPUTER SYSTEM, TO
TRAIN "COMPUTER-NAIVE" CLERICAL STAFF TO A HIGH DEGREE OF COMPETENCF 1N A
VERY SMALL. NUMBER OF SHORT TRAINING SE3SIONS. bEHAVIORAL PATTiRNS ARE
EXAVINED wiTH REGAR9 TO THEIR INFLUENCE ON THE DESI6N OF COMMAND STRUCTURES.
(A)
18P, 12R.
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239 PRODUCTION SYSTEMS
KIBLER, D.F., NEIGHBORS, J.M., £ STANDISH, T.A,, PROGRAM MANIPULATION VIA AN
EFFICIENT PRODUCTION SYSTEM. IN PROCEEDINGS OF THE ACM SYMPOSIUM ON ARYIFICIAL
INTELLIGENCE AND PROGRAMMING LANGUAGES, SIGPLAN NOTICES, AUGUST 1977, 12(8),
163-174 (ALSO: SIGART NEWSLETTER, AUGUST 1977, NO. 64, 163-174).

210 PRIGRAMMING
KNUTH, D.E. AN EMPIRICAL STUDY OF FORTRAN PROGRAMS. SOFTWARE-PRACTICE AND
EXPERIENCE, 1971, 1, 105-133 (ALSO IBM RESEARCH REPORT RC-3276, IBM CORP.,
MARCH 1971; TECHNICAL REPORT CS-186, STANFORD, CALIFORNIA: STANFORD UNIVERSITY,
COMPUTER SCIENCE DEPARTMENT, 1971). (NTIS 4O. AD 715513)
DESCRIPTION:

A SAMPLE OF PROGRAMS, WRITTEN IN FORTRAN BY A WIDE VARIETY OF PEOPLE !N A
4IDE VARIETY OF APPLICATIONS, WAS CHOSEN "AT RANDOM" IN AN ATTEMPT TO
DISCOVER QUANTITATIVELY "WHAT PROGRAMMERS REALLY DO." STATISTICAL RESULTS
OF THIS SURVEY ARE PRESENTED HERE, TOGETHER WITH SOME OF THEIR APPARENT
IMPLICATIONS FOR FUTURE WORK IN COMPILER DESIGN. THE PRINCIPAL CONCLUSION
WHICH MAY BE DRAWN IS THE IMPORTANCE OF A PROGRAM "PROFILE," NAMELY, A TABLE
OF FREQUENCY COUNTS WHICH RECORD HOW OFTEN EACH STATEMENT IS PIRFORPED IN
A TYPICAL RUN; THERE ARE STRONG INDICATIONS THAT PROFILE-KEEPING SHOULD
3ECOE A STANDARr PRACTICE IN ALL COMPUTER SYSTEMS, FOR CASUAL USERS, AS
JELL AS SYSTEM PROGRAMMERS. THIS PAPER IS THE REPORT OF A THREE-MONTH
STUDY UNDERTAKEN BY THE AUTHOR AND ABOUT A DOZEN STUDENTS AND
REPRESENTATIVES OF THE SOFTWARE INDUSTRY DURING THE SUMMER OF 1970. IT IS
HOPED THAT A READER WHO STUDIES THIS REPORT WILL OBTAIN A FAIRLY CLEAR
CONCEPTION OF HOW FORTRAN IS 9EING USED, AND WHAT COMPILERS CAN DO ABOUT
IT. (A)
42P, 19R.

211 STRUCTURED PROGRAMMING
KNUTH, D.E. A REVIEW OF "STRUCTURED PROGRAMPING- (TECHNICAL REPORT NO. STAN-
CS-13-371). STANFORD, CALIFORNIA: STA4FORD UNIVERSITY, COMPUTER SCIENCE
DEPARTMENT, 1973.

212 STRUCTURED PROGRAMMING
KNUTH, D.E. STRUCTURED PROGRAN4ING WITH GO TO STATEMENTS. COMPUTING SURVEYS,
1974, 6, 261-331.
DESCRIPTION:

A CONSIDERATION OF SEVERAL DIFFERENT EXAPPLES SHEDS NEk LIGHT ON THE PROBLEM
OF CREATING RELIABLE, WELL-STRI'CTURED PROGRAMS THAT BEHAVE EFFICIENTLY.
THIS STUDY FOCUSES LARGELY 0'. TWO ISSUES: (A) IPPROVED SYNTAX FOR ITERATIONS
AND ERROR EXITS, MAKING IT POSSIBLE TO WRITE A LARGEP CLASS OF PROGRAMS
CLEARLY AND EFFICIENTLY WITHOUT GO TO STATEMENTS; (B) A METHODOLOGY OF
PROGRAM DESIGN, BEGINNING WITH READABLE AND CORRECT, BUT POSS13LY
INEFFICIENT PROGRAMS THAT ARE SYSTEMATICALLY TRANSFORMEC IF NECESSARY INTO
EFFICIENT AND CORRECT, BUT POSSIBLY LESS READABLE CODE. THE DISCUSSION
BRINGS OUT OPPOSING POINTS OF VIEW ABOUT WHETHER OR NOT GO TO STATEMENTS
SHOULD BE ABOLISHED; SOPE MERIT IS FOUND ON BOTH SIDES OF THIS QUESTION.
FINALLY, AN ATTEMPT IS MADE TO DEFINE THv TRUE NATURE OF STRVCTURED
PROGRAMrING, AND TO RECOMMEND FRUITFUL DIRECTIONS FOP FURTHEP STUDY. (A)
41P, 1ý2R.
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213 PROGRAMMING
KNUTH, D.E. COMPUTER PROGRAMMING AS AN ART. COMMt'NICA-IONS OF THE ACM, 1974,
1?, 667-673.
DESCRIPTIONE

AUCH HAS BEEN WRITTEN ABOUT THE NEED FOR C019PUTER PROGRAMPING TO MAKE A
TRANSITION FROM AN ART TO A DISCIPLINED SCIENCE. IMPLICIT IN SUCH REMARKS
IS THE IDEA THAT AN ACTIVITY THAT IS CLASSVIED AS AN ART IS LESS DESIRABLF
THAN ONE CLASSIFIED AS A SCIENCE. THIS PAPER ATTEMPTS TO DEM4ONSTRAYE THAT

COMPUTER PROGRAMMING IS AN ART BECAUSE IT INVOLVES ACCUMMULATED REAL WORLD
KNOWLEDGE, REQUIRES SKILL AND INGENUITY, AND PRODUCES OBJECTS OF BEAUTY.
A PROGRAMMER WHO VIEWS HIMSELF AS AN ARTIST MILL ENJOY WHAT HE DOES AND WILL
DO IT BETTER. (4EA)
?P, 35R.

214 PROGRAMMING LANGUAGES
KNUTH, D.E., & PARDO, L.T. THE EARLY DEVELOPMENT OF PROGRAMMING LANGUAG2S
(TECHNICAL REPORT STAN-CS-76-562). STANFORD, CALIVORNIA: STANFORD UNIVERSITY,
DEPARTMENT OF COMPUTER SCIENCE, AUGUST 1976. (NTIS NO. AD AC32123)
DESCRIPTION:

THIS PAPER SURVEYS THE EVOLUTION OF HIGH LEVEL PflOGRAMMING LANGUAGES DURING
THE FIRST DECADE OF COMPUTER PROGRAMrING ACTIVITY. WE DISCUSS THE
CONTRIBUTIONS OF ZUSE (PLANKALKUEL, 1945)o GOLDSTINE/VON NEUMANN (FLOW
DIAGRAMS, 1946), CURRY (COMPOSITION, 1946), MAUCHLY ET AL (SHORT CODE,
195"), BURKS, (INTERMEDIATE PL, 19mr), RUTISHAUSER (1951), POEHM (1951),
GLENNIE CAUTOCODE, 1952), HOPPFR ET AL (A-2? 1953). LANING/ZIERLER (1953),
9AýKUS ET AL (FORTRAN, 1954-1957), BROOKLk ;MARK I AUTOCODE, 1954), %AMQUIN/
LIURIMSKII (PI-PI-?, 1954), ERSwOV (PI-PI, 1955), GREFS/PORTER (BACAIC,
1955), ELSWORTH ET AL (KOMPILER 2, 1955), SLUM (ADES, 1956), PORLIS ET AL
(IT, 195S), KATZ ET AL (MATH-MATIC, 1956-1958), HOPPER ET AL.(FLOW-MATICO
1956-1958), rAUEP/SAPELSON (1956-1958). THE PRINCIPAL FEATURES OF EACH
CONTRIBUTION ARE ILLUSTRATED; AND FOR PURPOSES OF COMPARISON, A PARTICULAR
FIXED ALGORITHM HAS BEEN ENCODED (AS FAR AS POSSIBLE) IN EACH OF THE
LANGUAGES. THIS RESEARCH IS BASED PRTMARILY ON UNPUPLISHED SOURCE

Tr:AL, AND THE AUTiGR$ ROPE 7H9T THiv "AVE kEEN ABLE TO COMPILE A FAIRLY
COMPZFTE PICTU!E OF THE EARLY DEVELOPMENTS IN THIS AREA. (A)
11P, 127R.

215 SOFTWARE DEVELOPMLET
KRALY, T.P., NAUGHTON, J.J., SqITH, R.L., 9 TINANOFF, N. STRUCTURED
PROGRA4MING SERIES (VOL'. 1): PROGRAO DESIGN $TUDY; FINAL REPORT (AEPORT NO.
RADC-TP-74-3 JQ-"IL-Q) GPIFFISS AFih NEW YCVK: ROE AIR DFVELOPKENT CENTER,
"UAY 1975. (N4TIS NO. AD Am16415)
DESCRIPTION:

THIS VOLUNi REPORTS ON PROGRAM DESIGN TOOLS AND TECHNiqUES. IT EVALUATES
THESE TOOLS AND TECHNIQUES DETERMINING TwEiR RELATIONSHIP TO STRUCTURED
PROGRAMMING TECwJOLOGY AND PRESENTS THEIR ADVANTAGES AND DISADVANTAGES.
THE YAJOR COCLUSION OF THIS REDORT IS ThAT PROGRAM DESIGN LANGUAGES, AS
WELL AS OETAILED FLOWCHARTS, FACILITATE ElPRESSION OF PROGRAM CONTROL FLOW
3UT TFIE FORMER IS MORE EASILY PRODUCED AND MAINTAINED AT LESS EXPENSE. (A)
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216 PROGRAMMING
KREITZBERG, C.B., & SHNEIDEPMAN, B. THE ELEMENTS OF FORTRAN STYLE:
TECHNIQUES FOR EFFECTIVE PROGRAMMING. NEW YORK, NEW YORK: HARCOUR7 BRACE,
1972.
DESCRIPTION:

THE ATTRIBUTES OF A WELL-WRITTEN COMPUTER PROGIRAM ARE EVIDENT. IT IS
EFFICIENT, FAST, WELI.-DOCUMENTED, ELEGANT, AND, OF COURSE, CORRECT. HOW TO
WRITE SUCH A PROGRAM IS NOT SO OBVIOUS. BY PRESENTING ESSENTIAL TECHNIQUES

OF FORTRAN STYLE, THIS BOOK TEACHES THE ART OF UPRITING A GOOD PROGRAM.
EACH TECHNIQUE IS CAREFULLY EXPLAINED AND THE RATIONALE FOW IT IS GIVEN SO
THAT THE STUDENT CAN LEARN WHEN TO APPLY A RULE kND WHEN TO DEVELOP HIS OWN.
IT IS OUR HOPE THAT "THE ELEMENTS OF FORTRAN STYLE" WiLL ENABLE THE NOVICE
PROGRAMMER TO BECOME A GOOD ONE AND THE GOOD PROGRAMMER TO BECOME A BETTER
ONE. CA, ABBR.)
127P, 23R.

217 PROGRA4PING STYLE
KREITZRERG, C.U., & SHNEIDERMAN. B. THE ELEMENTS OF PROSRANMING STYLE. MODERN
GATA, AUGUST 1972, 5, 40-41.

218 PROGRAMMING, INSTRUCTION
KREITZBERG, C., & SWAHSON, L. A COGNITIVE MODEL FOR STRUCTURING AN
INTRODUCTORY PROGRAMMING CURRICULUM. AFIPS CONFERENCE PROCEEDINGS, 1974,
43, 307-311.
DESCR IPTION:

INCREASING ATTENTION IS BEING GIVEN TO UNDERGRADUATE TRAINING IN COMPUTER
USE AND "COMPUTER LITERACY" IS RAPIDLY BECOMING A REQ.1IREMENT OF THE
EDUCATED PFRSON. WHILE THE DEIAND FOR PROGRAPMING INSTRUCTION IS
INCREASING, HOWEVER, LITTLE SYSTEMATIC ATTENTION HAS BEEN GIVEN TO HOW
THAT INSTRUCTION MIGHT OE IMPROVED. IN THIS PAPER, WE WILL DISCUSS THREE
FACTORS THAT COULD LEAD TO IORE MEANINGFUL INSTRUCTION -- PROVIDING
SUFFICIENT CONTEXT, FACILITATING VERTICAL TRANSFER OF CONCEPTS AND REDUCING
"COMPUTER SHOCK." EMPIRICAL EVIDENCE IS REQUIRED TO SUPPORT THESE
HYPOTHESES. (MEA)
SSP, 13R.

219 ALTERNATIVE DATA BASE MODELS
KUHN, M., & SHNEIDERMAN, e. TWO EXPERIMENTAL COPPARISONS OF RELATIONAL
AND HIERARCHICAL DATABASE MODELS (IFSM TECHNICAL REPORT NO. 31). COLLEGE PARK,
MARYLANO: UNIVERSITY OF MARYLAND, DEPARTMENT OF INFORMATION SYSTEMS
MANAGE-ENT, FEBRUARY 1978.

220 SOFTWARE PHYSICS
KUL4, G. LANGUAGE LEVEL APPLIED TO THE INFORMATION CONTENT OF TECHNICAL
PROSE. IN N.A. CHIGIER, & E.A. STERN (EDS.) ý.OLLECTIVE PHENOIMENA AND THE
APPLICATION OF PHYSICS TO OTHER FIELDS OF SCIENCE. CAYETTEVILLE, NEW YORK:
BRAIN RESEARCH PUBLICATIONS, 1975.
DESCRIPTION:

ENGLISH PASSAGES JEPE USED TO ILLUSTRATE THE AeILITY Of A FOANAL MEASURE OF
LANGUAGE LEVEL TO DISCRIPINATE PASSAGES WRITTEN AT DIFFERENT LEVELS GF
DIFFICULTY. THE kESULTS OF THE EXPERIMENTS SHOWED THAT THE MEASURES OF
LANGUAGE LEVEL AND INFORMATION CONTENT APPEAR TO HAVE PROMISE IN THEIR
APPLICATION TO TECHNICAL ENGLISH. (0)



221 TIME-SHARING VS. BATCH PROCESSING
LAMPSON, B.W. A CRITIQUE OF "AN EXPLORATORY INVESTIGATION OF PROGRAMMER
PERFORMANCE UNDER ON-LINE AND OFF-LINE CONDITIONS". IEEE TRANSACTIONS ON
HUMAN FACTORS IN ELECTRONICS, 1967, HFE-8, 48-51.
DESCRIPTION:

THE PAPER BY GRANT AND SACKMAN (1967), "AN EXPLORATORY INVESTIGATION OF
PROGRAMMER PERFORMANCE UNDER ON-LINE AND OFF-LINE CONDITIONS" IS DISCUSSED
ZR!TICALLY. PRIMARY ENFPhASIS IS ON THIS PAPER'S FAILURE TO CONSIDER THE
MEANING OF THE NUMBERS OBTAINED. AN UNDERSTANDING OF THE NATURE OF AN
ON-LINE SYSTEM IS NECESSARY FOR PROPER INTERPRETATION OF THE OBSERVED RESULTS
FOR DEBUGGING TIME, AND THE RESULTS FOR COMPUTER TIME ARE CRITICALLY
DEPENDENT ON THE ID:OSYNCRACIES OF THE SYSTEM ON WHICH 1HE WOR% WAS DONE.
LACK OF ATTENTION TO THESE MATTERS CANNOT BE COMPENSATED FOR BY ANY AMOUNT OF
STATISTICAL ANALYSIS. FURTHEPMORE, MANY OF THE CONCLUSIONS DRAWN AND
SUGGESTIONS MADE ARE TOO VAGUE TO BE USEFUL. (A)
4P, 11R.

222 SOFTWARE DEVELOPMENT
LAPADULA, LSJT ENGINEERING OF QUALITY SOFTWARE SYSTEMS (SOFTWARE RELiABILITY

MODELING AND MEASUREMENT TECHNIQUES) (REPORT NUMBER MTR-2648-VOL-8). BEDFORD,
MASSACHUSETTS: M1TRE CORP., JANUARY 1975

223 PROGRAMMING LANGUAGES
LEDGARD, H.F. TEN MINI-LANGUAGES: A STUDY OF TOPICAL ISSUES IN PROGRAMMING
LANGUAGES. COMPUTING SURVEYS, 1971, 3, 115-146.
DESCRIPTION:

THE PROLIFERATION OF PROGRAMMING LANGUAGES HAS RAISED MANY ISSUES OF
LANGUAGE DESIGN, DEFINITION, AND IMPLEMENTATION. THIS PAPER PRESENTS A
SERIES OF YEN MINI-LANGUAGES, EACH OF WHICH EXPOSES SALIENT FEATURES FOUND
IN EXISTING PROGRAMMING LANGUAGES. THE VALUE OF THE MINI-LANGUAGES
LIES IN THEIR BREVITY OF DESCRIPTION AND THE ISOLATION OF IMPORTANT
LINGUISTIC IEATURES: IN PARTICULAR, THE NOTIONS OF ASSIGNMENT, TRANSFER OF
CONTROL, FUNCTIONS, PARAMETER PASSING, TYPE CHECKING, DATA STRUCTURES,
STRIVG MANIPULATION, AND INPUT/OUTPUT. THE MINI-LANGUAGES PAY SERVE A
VARIETY OF USES: NOTABLY, AS A PEDAGOGICAL TOOL FOR TEACHING PROGRAMMING
LANGUAGES, AS A SUAJECT OF STUDY FOP THE DESIGN OF PROGRAMMING
LANGUAGES, AND AS A SET OF TEST CASES FOR METHODS OF LANGUAGE
IMPLEMEKTAION OR FORMAL DEFINITION. (A)
32P, 16R.

224 STRUCTURED PROIGRAMMING
LEDGARD, H.F. THE CASE FOR STRUCTURED PROGRAMMING. BIT, 1973, 13, 45-57.
DESCRIPTION:

THIS REPORT IS MAINLY A RESPONSE TO A PAPER 81 HENDERSOK AND ShOWDEN,
"AN EXPERIMENT IN STRUCTURED PROGRAMMING." THE NOTIONS OF STRUCTURED
PROGPAMMING, TOP-DOWN PROGRAPING, AND STEPWISE REFINEMENT ARE COMPARED,
AND SOME CAREFUL GUIDELINES FOR THE PROPER USE VF STRUCTURED PROGRAMMING
APPROACHES ARE SUGGESTED. (A)
13P, 6R.
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225 PROGRAN DESIGN
LEVIN, S.I.. A SHORT SURVEY OF MODELS IN THE DESIGN PROCESS (TECHNICAL REPORT
NO. 71). IRVINE, CALIFORNIA: UNIVERSITY OF CALIFORNIA, DEPARTMENT OF
INFORMATION AND COMPUTER SCIENCE, 1975.
DESCRIPTION:

A TAXONOMY FOR DESCRIBING MODELS OF THE DESIGN PROCESS IS PRESENTED. THE
TAXONOMY IS USED IN COMPARING AND DISCUSSING SEVERAL TYPES OF DESIGN MODELS.
THE PAPER'S APPENDIX CONTAINS A SUMMARY DESCRIPTION FOR EACH MODEL THAT
IS DISCUSSED. (A)

226 SOFTWARE DESIGN
LEVIN, S.L. PROBLEM SELECTION IN SOFTWARE DESIGN (TECHNICAL REPORT NO. 93).
IRVINE, CALIFORNIA: UNIVERSITY OF CALIFORNIA, DEPARTMENT OF INFORMATION
AND COMPUTER SCIENCE, NOVEMBER 1976.
DESCRIPTION:

THIS PAPER REPORTS THE RESULTS OF RESEARCH INTO THE COGNITIVE PROCESSES OF
SOFTWARE DESIGN. DESIGN IS VIEWED AS A COMPLEX ACTIVITY INVOLVING THREE
FUNDAMENTAL PROCESSES: SELECTING PROBLEMS TO WORK ON, GATHERING NEEDED
INFORMATION FOR THEIR SOLLTION, AND GENERATING SOLUTIONS. A DETAILED rODEL
OF THE PROBLEM SELECTION PROCESS IS PRESENTED. (A, ABBR.)
96P, 19R.

227 ERRORS, PROGRAMMING
LIPOW, M. ESTIMATION OF SOFTWARE PACKAGE RESIDUAL ERROR (TECHNICAL REPORT
NO. TRW-SS-72-09). REDONDO BEACH, CALIFORNIA: TRW, NOVEMBER 1972.
DESCRIPTION:11 A METHOD FOR ESTIMATING THE NUMBER OF ERRORS REMAINING IN A SOFTWARE PACKAGE

IS PROPOSED AND ANALYZED. IT IS BASED UPON A SCHEME, PROPOSED BY H.D. MILLS
OF IBM, IN WHICH A SET Of KNOWN ERRORS IS 'SEEDED' INTO THE SOFTWARE. A
SPECIFIED NUMBER OF TESTS IS CONDUCTED, EACH TEST CAPABLE OF FINDING ONE OF

!I THE INDIGENOUS OR UNKNOWN ERRORS, OR ONE OF THE SEEDED ERRORS WITH THE
SAME PROBABILITY, OR OF FINDING NO ERROR. THE PROBLEM IS TO ESTIMATE THE
TWO PARAMETERS: .1, THE UNKNOWN NUMBER OF RESIDUAL ERRORS, AND 0, THE
UNKNOWN PROBABILITY OF DETECTING EITHER A SEEDED OR AN INDIGENOUS ERROR.
THE REASON THE SEEDING SCHEME WORKS, OF COURSE, IS BECAUSE OBSERVED
DETECTION RATE OF SEEDED ERRORS WITH A KNOWN NUMBER OF SEEDED ERRORSREMAINING YIELDS INFORMATION ON THE NUMBER OF RESIDUAL INDIGENOUS ERRORS,
SINCE ThE LATTER ERRORS ARE DETECTED AT THE SAME RATE, PY ASSUMPTION. IN
ADDITION TO FINDING MAXIMUM LIKELIHOOD ESTIMATORS FOR Ni AND 0, THE
CONDITIONAL DISTRIBUTION OF THE MAXIMUM LIKELIHOOD ESTIMATOR FOR N1, GIVEN
THE TOTAL NIIMBER OF ERRORS DETECTED, IS GIVEN ANALYTICALLY AND ALSO COMPUTED
IN TWO CASES. fHE DISTRIBUTION CALCULATION ALSO YIELDS THE MEAN AND THE
ROOT rEA4 SQUARE DEVIATION OF THE ESTIMATOR FOP N1, AND CONSEQUENTLY, AN
INDICATION OF ITS BIAS AND PRECISION FOR VARIOUS TRUE VALUES OF Ni, NUMBER
OF SEEDED ERRORS, AND OBSERVED TOTAL NUMBERS OF ERRORS. (A)
13P, 2R.

228 sOrTWARE 'ETRICS
LIPOw, %1. MEASUREMENT OF COMPUTER SOFT6ARf -- FINDINGS AND RECOMMENDATIONS OF
THE JOINT LOGISTICS COMPAhDERS SOFTJARE RELIABILITY WORK GROUP (VOL. 1).
NOVEMBER 1975.
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229 PROGRAMMING, ERRORS

LITECKY, C.R. A STUDY OF ERRORS, ERROR-PRONENESS, AND ERROR DIAGNOSIS OF
PROGRAMMING LANGUAGES WITH SPECIAL RECERENCE TO COBOL. DOCTORAL DISSERTATION,
UNIVERSITY OF MINNESOTA, MINNEAPOLIS, MINNESOTA, 1974. (UNIVERSITY
MICROFILMS NO. 74-17, 263)
DESCRIPTION:

AN EXPERIMENT WAS CONDUCTED TO EXAMINE THE TYPES AND FREQUENCIES OF ERRORS
MADE BY BEGINNING COBOL PROGRAMMERS. SUGGESTIONS ARE MADE FOR IMPROVEMENTS
IN THE COBOL LANGUAGF, COBOL COMPILERS, AND AUTOMATIC ERROR CORRECTION.
(MEA)
199P, 47R.

230 PROGRAMMING
LITECKY, C.R. ASSISTING STUDENTS TO AVOID CODING ERRORS IN THE COBOL LANGUAGE.
AEDS JOURNAL, 1976 (WINTER), 36-38.
DESCRIPTION:

COBOL IS THE MOST WIDELY USED PROGRAMIING LANGUAGE FOR DATA PROCESSING;
MOST COMMERCIAL CODING IS DONE IN COBOL. YET CCBOL NAS NOT BEEN TAUGHT AS
EXTENSIVELY AS MIGHT BE EXPECTED, PERHAPS THE MAJOR REASON IS THAT THE
COBOL LANGUAGE SEEMS TO HAVE A PARTICULARLY TROUBLESOME AND ERROR-PRONE
SYNTAX FOR I1EXPERIENCED PROGRAMMING LANGUAGr LEARNERS.

THIS SHORT PAPER PRESENTS DATA ON COBOL SYRTACTICAL ERROR FPEQUENCIES
AND AN APPROACH THAT INSTRUCTORS MAY USE TO ASSIST STUDENTS TC AVOID ERRORS
WHILE LEARN;NG THE COBOL LANGUAGE. THESE DATA MAY ALSO BE HELPFUL IN
FINDING ERRORS DURING DEBUGGING OF SYNTACTICAL ERRORS IN COBOL PROGRAMS.

231 PROGRAAMýING LANGUAGES
LITECKY, C.R., & DAVIS, G.B. A STUDY OF ERRORS, ERROR-PRONENESS, AND ERROR
DIArNOSIS IN COBOL. COMMUNICATIONS OF THE ACM, 1976, 19, 33-37,
DESCRIPTION:

THIS PAPER PROVIDES DATA ON COBOL ERROR FREQUENCY FOR CORRECTION OF ERRORS
IN STUDEfUT-ORIENTED COMPILERS, IPROVEMENT OF TEACHING, AND CHANGES IN
PROGRAMPING LANGUAGE. COBOL WAS STUDIED BECAUSE OF ECONOMIC IMPCxTANCE,
WIDESPREAD USAGE, POSSIBLE ERRCR-INDUCING DESIGN, AND LACK OF RESEARCH. THE
TYPES OF ERRO4S WERE IDENTIFIED IN A PILOT SrUcY; THEN, USING THE 132 ERROR
TYPES FOUND, 1,777 ERRORS WERE CLASSIFIED IN 1,400 RUNS OF 73 CvBOL STUDENTS.
ERROR DENSITY WAS HIGH: 20 PERCE4T OF THE TYPES CONTAINED 8( PERCENT OF THE
TOTAL FREQUENCY, WHICH IMPLIES HIGH POTENTIAL EFFECTIVENESS FOR SOFTWARE-
BASED CORRECTION OF COBOL. SURPRISINGLY, ONLY FOUR HIGH-FPEOUENCY ERRORS
WERE ERROR--RONE, WHICH IMPLIES .INIPAL ERROR INDUCING DESIGN. ED PERCENT OF
COBOL MISSPELLINGS WERE CLASSIFIABLE IN THE FOUR ERROR CATEGORIES OF
PREVIOUS RESEARCHERS. WHICH IMPLIES THAT COBOL WISSPELLINCS ARE CORRECTABLE
RY EXISTENT ALGORITHMS. RESERVED WORD USAGE WAS NOT ERROR-PPONE, WHICH
IMPLIES MINIMAL INTERFERENCE WITH USAGE OF RESERVED WORDS. OVER 8r PERCENT
OF EPROR DIAGNOSIS WAS FOUND TO BE INACCUPATE. SUCH FEEDBACK IS NOT OPTIMAL
FOR USERS, PARTICULARLY FOR THE LEARNING USER OF COBOL. (A)
5P, 16R.

232 ATTITUDES TOWARD SOFTWARE MAINTENANCE
LIU, Z.C. A LOJK AT SOFTWARE MAINTENANCE. DATAMATION, NOVEPBFR 1976, 22(11),
51-562
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233 DERUGGING
LOESER, R., & GAPOSCHKIN, E.M. THE SECOND LAW OF DEBUGGING. SOFTWARE-PRACTICE
AND EXPERIENCE, 1976, 6, 577-578.
DESCRIPTION:

DEBUGGING EFFICIENCY DEPENDS ON SEARCHING FOR TIE BU4 IN THE RIGHT PLACE.
ON MANY OCCASIONS, WHEN CONFRONTED BY PARTICULARLY STUBBORN BUGS, THE
PRINCIPLE: 'IF YOU PON'T SEE THE BUG WHERE YOU'RE LOOKING, THEN YOU'RE
LOOKING IN THE WRONG PLACE,' HAS HELPED US GREATLY. WE HAVE COME TO REFER
TO THIS PRINCILE AS THE SECOND LAW OF DEBUGGING. OUR PRACTICAL EXPERIENCE
WITH IT EXTENDS OVER A DOZEN YEARS. ON MANY OCCASIONS (JUDGING AFTER THE
FACT), USE OF THIS LAW ENABLED US TO LOCATE A BUG MORE QUICKLY THAN WE
OTHERWISE WOULD HAVE DONE. ON MANY OTHER OCChSIONS (AGAIN JUDGING AFTER THE
FACT), WE WOULD HAVE FOUND A PARTICULAR BUG MORE QUICKLY IF WE HAD USED IT.
WE ARE THOROUGHLY CONVINCED THAT THE SECOND LAW IS A KEY TO MORE RAPID

DEBUGGING. IT, THEREFORE, MERITS WIDER RECOGNITION AND APPLICATION. (A)

S234 PROGRAMMING

LOVE, L.T. RELATING INDIVIDUAL DIFFERENCES IN COMPUTER PROGRAMMING PERFORMANCE
TO HUMAN INFORMATION PROCESSING ABILITIES. UNPUBLISHED DOCTORAL DISSERTATION,
UNIVERSITY OF WASHINGTON, 1976.

235 SOFTWARE DEVELOPMENT PROCESS
LOVE, L.T. A REVIEW OF THE VARIABLES WHICH INFLUENCE THE SOFTUARE DEVELOPMENT
PROCESS (TECHNICAL REPORT NO. 761SP001). ARLINGTON, VIRGINIA: GENERAL ELECTRIC
COMPANY, 1976.
DESCRIPTION:

THE SOFTWARE DEVELOPMENT PROCESS IS DIVIDED INTO THREE STAGES -- TASKDEMANDS, PROGRAM DEVELOPMENT PROCESS, AND OPERATING PROGRAM. THE PROGRAM

DEVELOPMENT PROCESS IS FURTHER DIVIDED INTO FOUR COMPONENTS -- PROGRAMMER,
COMPUTER SYSTEM, WORK ENVIRONMENT, AND SOFTWARE DEVELOPMENT SYSTEM.

WITHIN THIS FRAMEWORK, RECENT WORK IN SOFTWARE ENGINEERING AND PSYCHOLOGY
ARE REVIEWED AND DISCUSSED. MOST OF THE GENERAL PAPERS IN THE FIELD OF
SOFTWARE ENGINEERING ARE INCLUDED IN THIS REVIE.. (A): {45P, 69R.

236 SOFTWARE PHYSICS
LOVE, L.T., 3 BOWMAN, A.B. AN INDEPENDENT TEST OF THE IHEORY OF SOFTWARE
PHYSICS. SICPLAN NOTICES, NOVEMBER 1916, 11(11), 42-49.
DESCRIPTION:

RECENT WORK IN THE FIELD OF SOFTWARE PHYSICS HAS PRODUCED SEVERAL HYPOTHESFS
RELATING THE NATURE OF ALGORITHMS TO AEASURAPLE PROPERTIES OF COPPUTER
PROGRAMS. OE HYPOTHESIS IS THAT HALSTEAD'S MEASURE Of E, THE NUMBER OF
ELEM.ENTARY MEviTAL DISCRIMINATIONS REQUIRED TO IMPLEMENT AN ALGORITHM, IS
STRONGLY RELATED TO V'EASURABLE PROPERTIES OF COPPUTER PROGRAMS. SEVERAL
EXPERIMENTS HAVE SHOWN A SURPRISINGLY HIGH CORRELATION BETWEEN E AND SUCH
ACASURABLE PROPLRTIES or PROGRAMS AS NUMBER OF BUG , CODING TIMES, ETC. THIS
PAPER PRESENTS TOE RESULTS OF AN INDEPENDENT STUDY (C TEST THIS HYPOTHESIS.

FALSTFAD'S MEASURE IS CALCULATED FOR THE TEST PROGRAMS USED IN T6O STUDIES
PUBLISHED BY OTHER INVESTIGATCRS (GOULD, 1975; WEISSMAN, 1S74). CORRELATIONS
ARE GIVEN BETWEEN , AND GOULD'S 'iEDIAN DEBUG TIME (R=.2C) AND AVERAGE NLMBER
3F ERRORS (R=.78), AND BETWEEN E AND WEISSMAN'S COMPREHENSION QUIZZES AND
SELF-EVALUATIONS (CODRELATIONS RANGE FROý' -. 97 TO 4.37). (A & hEiR)
3-P, 11R.
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237 SOFTWARE DEVEOPMENT PROCESS
LOVE, L.T., & FITZSIMM1ONS, A. A SURVEY OF SOFTWARE PRACTITIONERS TO IDEViIFY
CRITICA' FACTORS IN THE SOFTWARE DEVELOPMENT :ROCESS (TECHNICAL REPORT NO.
UD6ASI)a AC!LINGT0M, VIRGINIA: GENERAL ELECTRIC COMPANY, iNFORMATION SVSTEMS
PROGRAMS, 1976.
DESCRIPTION:

WE MUST FIRST IDENiTIFY THE CRITICAL. AND INEFFICIENT COMPONENTS OF THE
SOFTWARE DEVELOPMENT PROCESS, THEN DETERMI14E WHICH ONES CAN BE ELIAMINATED
OR IMPROVED. THIE PRESENT RESEAPCN PROJECT WAS CONCEIVED AS A STEP TOWARD
THE IDENTIFICATION OF CPITICAý COMPONENTS OF THE Su.'TWARE DEVELOPMENT
PROCESS.

ESSENTIALLY, WE DECIDED 7O POLL THOSE PEOPLE MOST QUALIFIED TO PINPOINT
CURRENT SOFTWARE DEVELOPMENT DIFFICULTIES; VIZ., THE SOFTWARE DEVELOPERS
THEMSELVES. WE RECOGNIZE THAT THE INTNOSPECTIONS OF SOFTWAkE PRACTITIONERS
MAY N4OT GENERATE THE UJLTIMATE ANSWERS SY~vtCE THE DIFFICULTIES WHICH THEY
3ELIEVE TO BE MOST CAIIICAL MAY 40OT, IN THE FINAL ANALYSIS, BE THE MOST
CRITICAL. VE, THERfFORE, M4AKE 4O PRETENSE 7HAT WE ARE FINDING THE ANSWER
TO OUR QUESTION. RATH4ER, UPON CO~ICLUSION OF THIS EFFORT, WE CAN ONLY SAY
THAT WE KNOW WHAT SOFTWARE PRAtTITIONERS 'THINK' THE ANSWER IS.

A SIGNIFICANT CONTRIBUTION OF THIS WORK WILL BE THE ABILITY TO NOT DAILY
1DENTIFY THI CRITICAL COMPONENTS OF THE SOFTWARE DEVELOPMENT P90CESS, BUT
ALSO TO HAVE AN INDEX OF THE CRITICALITY OF EACH SUCH CON~owi-M.N1

EF'PULATION SAMPLED: TWO HUNDREO SURVEYS WERE SEUY OUT TO SOFTWARE
DEVELOPERS AND MANAGERS IN FIVE LOCATIO;tS Of GENERAL ELECTRIC. THESE
Ik:'UOED 5f' SENT TO ARLINGTON; 61) S01T TO SUNNYVALE; 3c Y:' BELTSVILLE; 10
TO SCHENECTADY; AND 5C TO SYRACUS~E. ;HE RESPONDENTS INCLUDED ANY PERSON WHO
WAS OR HAD BEEN DIRE%'T.y lNVOLVED IN DEVELorjtd6 SOFTWARE FOR AT LEAST ONE
YEAR. IHE RESPONDENWTS WERE INSTRUCTED Tn ANSWER EACH QUESTION BASED IN
THEIR OWN EXPERIENCES IN SOFTWARE DEVELOPMENI PROJECTS. BECA'iSE OF THE
RlAPID RATE OF CHANGE Of METPODS AND TOOLS IN !HE SOFTWARE FIELD, THE
RESPONDENTS WERE ASKED THAT RESPONSES BE LIMITED TO E::PERIENCES DURING THE
LAST TWO YEARS.

DESC.kIPTION Of SUkVEY: THE SURVEY WAS COMPOSED OF THRCE SECTIONS AND A
COVER LETTER DESCRIBING THE PURPOSE AND GENERAL alUTLINE OF THE SURVEY.
(A COPY OF THE COMPLETE SURVE*. IS Fl APPENDIX A.) (A)

238 DEBUGGING
LOVE, R.E. OPrIMISING COMPUTER SOURýE LANGUAGE USING A VISUAL DISPLAY. IN
PROCEED)NGS OF THE INTERNATIONAL SY4POSIUM ON MAN-AACHINE SYSTIMS, 8-12
SEPTEMBER 1969 (VOi. 1). IEEE CONFERENCE RECORD U0. 69C58-MPS, INSTITUTE OF
ELECTRICAL AND ELECTRONIC ENGINEERS.
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239 SOFTWARE DEVELOPMENT PROCESS
LOVE, T., 9. FITZSIMMONS, A. A SURVEY 0' SOFTWARE PRACTITIONERS TO IDEINTIFY
CRITICAL FACTORS IN THE !,OFYWKIE DEVELOPMENT PROCESS (REPORT NO. 77ISP0O2).
ARLINGTON, VIR6INIA: GENI-.*AL ELECTRIC COMPANY, INFORMATION OSVSTEMIS PROGRAMS,
JANUfRY, 1977.
DESCRIPTION:

IT HAS BECOME INCREASINGLY IPPORTANT ':TiIIN Gi TO IMIPROVE THE PRODUCTIVITf
Of PROGRAMMERS AS WELL AS THE VELI.1ASLITY Of THE SOFTWARE THEY PRODUCE. TO
PROVIDE US WITH INFCRMAT!t~ AS TO WHICH COMPON4ENTS Of THE SOFTWARE
DEVELOPMENT PROCFSS ARE MOST IMPORTANT TO THE OVE2ALL SULC'ESS Of A SOfTWARE
DEVELOPMENT ZrrUORT, WE SURVEYED 89 SOFTWARE PRACTITIONiRS FROM 4 GE

LOCATIONS.
WE ATTEMPTED TO ELICIT THI SAKE TYPE Of INFORMATION IN THREE DIFFERENT

WAYS: 1) kATINGS OF THE CRITIC~ALITY O~f 100 INDIVIDUAL PRI-CLE14S, 2) RANK
ORDERIN6 OF CLASSES Of PROBLEMS, AND P OPEN-ENDED QUESTIONS REQUESTING
SIMILAR INFORMATION.

NO SINGLE PROBLEM4 STOOD OUT AS MOST CRITICAL 1^4 ALL THREE SECTIONS Of THE
SURVEY. IN SECTION 1, MOST CRITIýAL DIFFICULTIES WERE RELAYED TO THE
MANAGEMENT PLAN AND REQUIREMENTS ANALYSIS. BY CONTRAST, ON THE OPEN-ENVED
QUESTIONS, THE SINGLE MOST IMPORTANT FACTOR CONTRIBUTING TO THE SUCCESS Of
SOFTWARE DEVELOPMENT EFFORTS WAS CLAIMED TO BE COMPETEN7 AND ZOOPERATIVE
PEOPLE. (A)
40P, 3R.

240 SOFTWAF.E DEVELOPMENT
LUPPINO, F.K., & SMITH, R.L. STRUCTURED PROGRAMMING SERIES (VOL. 5):
PROGRAM*MINS SUJPPORT LIBRARY CPSL): :UHCTIONAL REQUIREME47T: FINAL REPORT
(REPORT NO. RADC-TR-74-300-VOL-5). GRIFFIS AFB, NEW YORK: ROME AIR DEVELOPRENT
CENTER, JULY 1974. (NTIS NO. tnf A003339)
DESCRZ-"TION:

THIS REPORT DESCRIBES THE FUNCTIONAL REQUIREMENTS FOA A PROCR~tMPING SUPPORT
LIBRAAY. PROGRAMMING SUPPORT L13RARIES ARE USED TO SUPPORT THE DEVELOPMElT
AND MAINTENANCE OF COM4PUTER PROGRAMS. THIS REPORT CONTAINS A GENERAL
DESCRIPTION Of THE kUNCTIONAL REQUIREMENTS FOR A SPECTSIC PROGRANM1INGii SUPPORT LIBeARY. EIGHT GENERAL ýUNC;IOWAL AREAS AND THE REQU!REPENTS
RELATED TO 001-*L.4E IM4PLEN4ENTA(ION ARE DEKCRISE0. IHc REPOPI ALSO tE011TAINS
HIPO (ClIEPARCH:Y INPUT PROCESS OUTPUT) CHARTS WHICH PROVI!ýE A GRAPHhICAL
REPRESENTATION OF THE FUHCTIONAL RSQUIREMINTS. (A)
55P, 5R.

241 LEARNING OF PROCEDURES
LYON, D., & THOMAS, J.I.., JR. PREDICTING INSUFFICIENT LEARNING OF A COMPLEX

t1 PROCEDURE (TECHNICAL REPORT RC-6627). YORKTOWN HEIGHTS, NEW VORK: IBM WATSON

f ~RESEARCH CENTER, JULY 1977. (NTIS NO AD A055586)I242 INFORMAT:OW SYSTEMS
NADNICK, S.E. TREN6S IN COMPU7ERS AND C0KP-j.'XG: THE INFORRATION UTILITY.
SCIENCE, 1977, 195, 1191-1199.
DESCRIPTION:

Ttit 'O1PLEXITY, l.ýTERDE'?ENDENCE, AN;) RAPIDITY OF EVENTS IN MODERN SOCIETY
H4AVE ACLEI ERATED DERAN*')S FOR MORE EFFECTIVE WAYS TO STORE, PROCESS, AND
MANAGE INFORMATION. ADVANCES IN BOT11 COMqPUTER HARDWARE (ELECTRONICS) AND
SOFTWARE (PROGRtlNMI1v) HAVE PROVIDED TIIF TECHPR9LOGY THAT CAN FAKE IT
POSSIBLE TO EFFECTIVELf ADDRESS MANY OF THESE DEMANDS. IN THIS ARTICLE,
REVIEW THE STRUCTURE OF CLASSICAL COMPUTZR"BASED INFORMATION SYSTEMS AND
THEN CONSIDER TSN-.SE ADVANCES AND SHOW HOW THEY FIT INTO THE EVOLUTION
OF THE INFORMATIVIN UT ILI.Y. (A)
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243 PROGRAM SYNTHESIS
MANMA, Z., & WALOINGER, R. RTHE AUTOMATIC SYNTHESIS OF RECURSIVE PROGRAMS.
IN PROCEEDINGS OF THE ACM SYMPOSIUM ON ARTIFICIaL INTELLIGENCE AND PROGRAMMiNG
LANGUAGES, SIGPLAN NOTICES, AUGUST 1977, 120(8), 29-36 (ALSO: SIGART NEWSLETTER,
AUGUST 1977, NO. 64, 29-36).
DESCRIPTION:

IWE DESCRIBE A DEDUCTIVE TECHNIQUE FOR THE AUMOMAli CONSTRUCTION OF
RECURSIVE PROGRAMS TO MEET GIVEN IWPUT-OUTPUT SPSCIFICATIONS. THESE
SPECIFICATICXS EXPRESS WHAT CONDITIONS THE OUTPUT OF THE DESIRED PROGRAM
IS EXPECTED TO SATISFY. THE DEDUCTIVE TECHNIQUE INVOLVES TRANSFORMING THE
SPECIFICATIOUS BY A COLLECTION OF RULES, SUMMONED BY PATTERN-DIRECTED
FUNCTION INVOCATION. SOME OF THESE TRANSFORMATION RULES EXPRESS THE
SEMANTICS OF THE SUBJECT DOMAIN; OTHERS REPRESENT MORE GENERAL PROGRAMMING
TECHNIQUES. THE RULES THAT INTRODUCE CONDITIONAL EXPRESSIONS AND RECURSIVE
CALLS INTO THE PROGRAM ARE DISCUSSED IN SOME DETAIL.

THE DEDUCTIVE TECHNIQUES DESCRIBED ARE EMBEDDED IN A RUMING SYSTEM
CALLED SYNSYS. THIS SYSTEK ACCEPTS SPECIFICATIONS EXPRESSED IN HIGH-LEVEL
DESCRIPTIV¶ LANGUAGE AND ATTEMPTS TO TRANSFORM THEM ILTO A CORRESPONDING
LISP PROGRAM. THE TRANSFORMATION RULES ARE EXPRESSED IN THE QLISP
PROGRAMMING LANGUAGE. THE SYNTHESIE OF TWO PROGRAMS PERFORMED BY THE
SYSTEM ARE PRESENTED. (A)
SP, 13R.

?44 PROGRAMMING
RAYER, R.E. DIFFERENT PROBLEM-SOLVING COMPETENCIES ESTABLISHED IN LEARNING
COMPUTER PROGRAMMING WITH AND VITHOUT MEANINGFUL MODELS. JOURNAL OF
EDUCATIOLAL P¥YCHOLOGY, i975, 67, 725-734 (ALSO INSTRUCTIONAL VARIABLES IN
MEANINGFUL LEARNINC4 OF COMPUTER PROGRAMMING, INDIANA MATHEmATICAL PSYCHOLOGY
PROGRAn REPORT NO. 75-1, BLOOMINGTON, INDIANA: INDIANA UNIVERSITY, DEPARTMENT
OF PSYCHOLOGY, 1975).
DESCRIPTION:

ONE HUNDRED SEVENTY-SIX NONPROGRAMMERS LEARNED A COMPUTER PROGRAMMING
LANGUAGE BY A METHOD (PODEL) !NAT fwPHASZED A DIAGRAM MODEL OF A COMPUTER
EXPRESSED IN FAMILIAR TERMS OR BY A METHOD WITH NO MODEL (NONMODEL) AND
THEN PRACTICED ON EXERC";ES AND TOOK A POST TEST, IN LEARNING AND POST
TEST PERFORMANC'E,. nODEL SUBJECTIS F2ýrv0;E BEST ON zlTfA;.,T~jiP OFh
PROGRAMS AID ON PROBLEMS REQUIRINJG LOOPING, WHILE NONMODEL SUbJeCTS EXCELLED
ON STRAIGHTFORWARD GENERATION Of PROGRAPS. THE MODEL WAS ESPECIALLY
HELPFUL FOR LOW ABILITY SUBJECTS. PRACTICE IN INTERPPFTAION HELPED
4OMMODEL SUBJECTS MOST *ND PRACTICE IN WRITING SIMPLE PROGRAMS HELPED
MODhL SUBJECTS MOST. TRE IOLES OF THE MODEL IN ESTABLISHING A MEANINGFUL
LEARNrnG SET, AND OF PRACTICE ON MATHAGENIC ACTIVITY. WERE DISCUSSED.
:A)
1OP, 16R.

245 PROGRAM C014PLEXITY

MCCABE. T.J. A COMPLEXITY MEASURE. IEEE TRANSACTIONS ON SOFTWARE ENGINEERING,
1976, SE-2, 308-320.

246 SOFTWAPE LNGINEERING
"vCCLURE, C.I. TOP-DOWN, BOTTO--UP, AND STRUCTURED PROGRAMMING. IEEE

TRANSACTIONS ON SOFTWARE E"GINEERING, 1975, SE-1, 397-402.
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2.17 PROGRAMMING
MCCRACKEN, D.D. REVOLUTION IN PROGRAMMING: AN OVERVIEW. DATAPATION, DECEMBER
1973, 50-52.
DESCRIPTION:

THIS BRIEF ARTICLE INTRODUCES A SPECIAL ISSUE ON STRUCTURED OROGRAMMING.
(HAR)
3P, OR.

248 AUTOMATIC PROGRAMMING
MCCUNE, B.P. THE PSI PROGRAM MODEL BUILDER. IN PROCEEDINGS OF THE ACM
SYMPOSIUM ON ARTIFICIAL INTELLIGENCE AND PROGRAMMING LANGUAGES, SIPLAw
NOTICES, AUGUST 1977, 12(8), 130.139 (ALSO: SIGART NEWSLETTER, AUGUST 1977,
NO. 64, 130-139).

DESCRIPTION:
A SYSTEM CALLED THE PROGRAM MODEL BUILDER (PMB) IS BEING DESIGNEE AND

~ IMPLEMENTED TO PERFORM THE BASIC OPERATIONS REQUIRED TO SYNTHESIZE AND
MODIFY PROGRAMS. PM8 PLAYS A CENTPAL ROLE .S ONE OF THE EXPERT MODULES OF
THE PSI PROGRAM SYNTHESIS SYSTEM. PMB BUILDS A COMPLETE AND CONSILTENT
PROGRAM MODEL FROM SMALL CHUNKS OF PROGRAM SPECIFICATION RECEIVED FROM
OTHER PSI EXPERTS. PM8 MUST DEAL WITH THE FACT THAT THESE PROGRAM FRAGMENTS
OFTEN OMIT DETAILS AND MAY BE INCOMPLETE, AMBIGUOUS, INCONSISTENT,
NONSPECIFIC, AND ARBITRARILY ORDERED. THE INITIAl. VERSION OF PRB HAS
SUCCESSFULLY SYNTHESIZED A rEW PROGRAM MODELS FROM FRAGPENTS. THIS WORK
INCLUDES THE FVOLUTION OF A VERY HIGH-LEVEL PROGRAM MODELLING LANGUAGE,
THE IDENTIFICATION AND CODIFICATION OF USEFUL VERY H!GH-LEEL PROGRAMMING
KNOWLEDGE INCLUDINC EQUIVALENCE TRANSFORMATIONS, AND THE IMPLEMENTAT7ON OF
A RULE-BASED PROBLEM SOLVING SYSTEM EMBODYING THIS KNOWLEDGE. (A)
lOP, 12R.

249 NATURAL-LANGUAGE PROGRAMM14G
MCGEE. R.T. THE TRANSLATION OF DATA STRUCTURE REPRESENTATIONS OF SIMPLE
QUEUING PROBLEMS INTO GPSS PROGRAMS AND ENGLISH TEXT. MONTEREY, CALIFORNIA:
NAVAL POSTFtADUATE SCHOOL, JUNE 1971. (NTIS NO. AD 757701)
DESCRIPTION:

ONE OF T4E GOALS OF COMPUTER TECHNOLOGY IS TO HAVE THE ABILITY TO
COMMUNICATE WITH THE COMPUTER IN A NATURAL LANGUAGE SUCH AS ENGLISH. A
RESEARCH EFFORT UNDCRWAY AT THE NAVAL POSTGRADUATE SCHOOL INVOLVEI THE
DESIGN AND IMPLEMENTATION OF A COMPUTER SYSTEM FOR TRANSLATING IfATIJRAL
LANGUAGE DESrRIPTIONS OF SIMULATION PROLEMS INTO EXECUTABLE COMVU1ER
PROGRAMS. IN THIS SYSTEM, ENGLISH TEXT IS TRANSLATED INTO AN INTERNAL
DATA STRUCTURE WHICH IS THEN TRA,!SLATED INTO A COMPUTER PROGRAP FOR
PERFORMING THE SIMULATION. THIS PAPER REPORTS ON AN EFFORT MA)E TO AID
THE USER OF THIS SYSTEM BY (1) EXTENDING THE CAPABILITIES OF AN EXISTING
PROCEDURE FOR TRANSLATING THE INTERNAL DATA STRUCTURE IRTO A GPSS
SIMULATION PROGRAM, AND (2) DEVELOPING A PROCEDURE FOR TRANSLATING THi
DATA SIRUCTURE INTO ENGLISH TEXT SO The USER COULD SEE THAT HIS INPUT TEXT
HAD BEEN CORRECTLY INTERPRETED. THE BASIC OPERATION OF THE SYSTEM IS
DESCRIBED AND EXAMPLES ARE GIVEN TO ILLUSTRATE TAE SYSTEFl$S CAPABILIT!ES.
(A)
75P, O.0•
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250 STRUCTURED PROGRAMMING
MCGOWAN, C. STRUCTURED PROGRAMMING: A REVIEW OF SOME PRACTICAL CONCEPTS.
COMPUTER MAGAZINE, JUNE 1975, 8(6), 25-30.
DESCRIPTION:

THE SOFTWARE DEVELOPMENT PROCESS IS BEING REEXAMINED CRITICALLY THESE DAYS.
THERE ARE AT LEAST TWO REASONS FOR THIS RENEbED SCRUTINY: FIRST, IHE
INEXORABLE ADVANCE OF HARDWARE TECHNOLOGY HAS NOW MADE SOFTWARE COSTS THE
CLEARLY DOMINANT COMPONENT OF COMPUTING COSTS. SECOND, AMIDST THE FUROR
OVER STRUCTURED PROGRAMMING (SP), WE HAVE COLLECTIVELY REALIZED THAT WE CAN
INDEED DO BETTER (IN AT LEAST THE CODING 'UBPrOCESS OF SOFTWARE PRODUCTION).
THIS REALIZATION LEADS US TO RECONSIDER CURRENT DESIGN AND IMPLEMENTATION
STRATEGIES FOR POSSIBLY BETTER WAYS.

SP HAS BECOME A RALLYING POINT FOR METHODOLOGY CHANGES. IN THE LONG RUN,
THIS MAY WELL BE ITS MOST SIGNIFICANT IMPACT UPON PRODUCTION PROGRAMMING
PRACTICES. SEVERAL NEW SOFTWARE TECHNIQUES APD TOOLS HAVE GATHERED UNDEn
THE GONFALON OF SP. IN THIS PAPER, I WILL DISCUSS SOME IMPORTANT PRACTICAL
FEATURES OF THE ENSEMBLE CALLED SP. CA)
6P, 11R.

251 PROGRAMMING
MCGOWAN, C.L., & KELLY, J.R. TOP-DOWN STRUCTURED PROGRAMMING TkCHNIQUES.
NEW YORK, NEW YORK: PETROCELLI/CHARTER, 1975.

252 STRUCTURED PROGRAMMING
MCHEhRY, R. MEASURING PROGRAMMING IMPROVEMENT AT IBM-iSO. COMPUTER MAGAZINE,
JUN- 1975, 8(6), 49.

253 PROGRAF'MIWG LANGUAGES
MCKEEMA4, W.M. ON PREVENTING PROGRAMMING LANGJAGES FROM INTERFERING WITH
PROGRAM4ING. IEEE TRANSACTIONS ON SOFTWARE FAGINEERING, 1975, SE-I, 19-26.
DESCRIPTIOU:

WIRTH HAS PROPOSED A METHOD OF "STEPWIS' REFINEMEMT" FOR wRITING COMPUTER
PROGRAMS. THIS PAPER PROPOSES THAT THý STEPS BE EXPRESSED AS PROOFS. A
PROGRAM FOR THE EIGHT-QUEENS PROBLEM IS DEVELOF:D, AND THE PROOF METHOD IS
APPLIED ACROSS TWO OF THE STEPS OF TAE OEVELO'MENT. THE STRENGTHS AND
WEAKNESSFS OF THE METHOD, AND ITS tMPLICATION• FOR THE PROGRAMMING PROCESS
AND PROGRAMMING LANGUAGE DESIGN ArE DISCUSSED. (A)
8P, 13R.

254 THROWAWAY MODULES, APL
MCLEAN, E.R. THE CONCFPT OF THROWAWAY CODE. DATAMATION, MARCH 1977, 23(3),
PP. 139-140; 1-2; 144.
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255 PETRI NETS FOR MOPELING INTERACVIVE SYSTEMS
MELDPAN, J.A. A NEW TECHNIQUE FOR AODELING THE I)EHAVIOR OF MAN-MACHINE
INFOQATION SYSTEMS. SLOAN MANAGERENT REVZEW, 1977, 18(3), 29-46.
OESCRIPTION:

A SERIOUS PROBLEA IN UNDERSTANDING OR DESIGNING VAN-flACHINE SYSTEMS IS THE
LACK OF POWERFUL, FORMAL TECHNIQUES FOR MODELiNG, OR DESCRIVING MAN-ACHINE
INTERACTIONS. THIS PAPER FOCUSES ON MAN-MACHINE INTERACTIONS IN MANAGEMENT
INFORMATION SYSTEMS. A MANAGEMENY INFORMATION SYSTEM HAS FOUR CRUCIAL
CHARACTERISTICS THAT COMPLICATE MODELING -- A LARGE NUMBER OF INTERACTING
SUBSYSTEMS, HIGHLY PARALLEL BEHAVIOR, ASYNCHRONOUS COORDINATION OF
SUBSYSTEMS, AND ALTERNATIVE BEHAVIOR OF SUBSYSTEMS. IT IS SUGGESTED THAT
PETRI NETS OFFER A TECHNIQUE FOR MODELING ThAT IS FORMAL AND EXPLICIT,
4IGHLY MODULAR, AND COMPREHENSIVE AND CAN AID IN BETTER UNDERSTANDING
4AN-MACHINE INTERACTIONS. iFEA)
18P, 21R.

256 SO;TWARE DEVELOPSNT-
MERWIN, P.E. ESTIMATING SOFTWARE DEVELOPMENT SCHEDULES AUD COSTS. IN
PROCEEDINGS OF THE ACM DESIGN AUTOMATED WORKSHOP, 1972.

257 DEbUGGING
MICHARD, A. ANALYSE DU TRAVAIL DE DIAGNIO1I1C DOEREEURS LOGIQUES DANS UN
PR3GRAPME FORTRAN (ANALYSIS Of THE WORK vF MIAGNOS7S OF LOGICAL ERRORS IN A
FORTRAN PROGRAM) (REPORT NO. C.O. 7602-R48). LE CHESNAY, FRANCE: INSTITUT DE
RECHERCHE 'INFORMATIQUE ET D'AUTOMATIOUI, 1975.

258 PROGRAMMING PRACTICES
MILLER, E.F., JR. A SYNOPSIS OF FOP!R APPROACHES TO EVALUATION OF ?ODERN
PROGRAMMING PRACTICE (REPORT NO. RP-6). LA JOLLA, CALIFORNIA: SCIEhCE
APPLICATIONS, INC., OCTOBER 1975.
DESCRIPTION:

INTERNATIONAL BUSINESS MACHINES HAS COMPLETED A SERIES Of REPORTS,
RADC-TR-30C, WHICH OUTLIVE A NUMBER OF PROCEDURES WHICH COLLECTIVELY ARE
CONCEIVED OF AS FOODERN PROGRAMMING PRACTICES. THESE MODERN PROGRAMMING
PRACTICES ARE DESIGNED TC IMPROVE THE PRODUCTION OF SOFTWARE BY REDUCING

ERROOS, ENHANCING AMENABILITY TO CHANGE, AND IMPRVTINC PERFORMANCE OF
INDIVIDUAL PROGRAMMERS, THUS REDUCING COSTS AND CONCOMITANTLY LOWERING
TIMF TO COMPLETE SOFTWARE PROJECTS. SINCE IMPLEMENTATION DF THESE
PkACTICEv IS COSTLY IN TERMS OF TRAINING, SETTING OF STANDARDS AD

IONITORING, IT IS CONSIDERED PRUDENT TO EVALUATE HOW MODERN PRACTICES MIGHT
BE COMPARED TO CONVENTIONbL PROGRAMMING PRACTICES IN ORCER TO ASSESS THE
VALUE OF IMPLEMENTING THE PROGRAM ON A LARGE SCALE. THIS PAPER SUMMARIZES
THE ANALYSES MADE RY FOUR INDEPENDENT CONSULTANTS ABOUT HOW SUCH EVALUATIONS
MIGHT BE CONDUCTED. (A)
19P, SR.
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259 STRUCTURED PROGAMM:NG

MILLER, E. F., JR. & LIKIDAMOOD, G. E. STRUCTURED PROGRAMMING: TOP-DOWN
APOROACH, DATAMATION, DECEMBER 1973, 50-52,.
DESCRIPTION:

STRUCTUR~ED PROGRAIMING, IF THE CURRENT LEVEL OF INTERES) AND CONTRQVEkSV
WITHIN T7HE COMPUTING COMMUPITY IS ANY MEASURE, IS AN IDEA WHOSE TIME
HAS CbAl. IN A VERY GENERAL WAY, STRtuCTURED PROGRAPMING IS A REFLECTION
OF THE CONCERN WITH FORM AND THE INTZRAELPTIONSHIPS WHICF E?'IST BETWEEN THE
ATTRIBUTES OF # "GOOD" PROGRAM AND WHAT THE PROGRAM IS SUPPOSED TO 00,.
THUS, THE INTENSE INTEREST IN STRUCTURED PRO6RAMMIMG MAY BE A MANIFESTATION
OF A COMItNG MATUjRATION OF COMPUTING WHICH IS INTRINSICALLY A HUMAN ACTIVITY.
(A, ABBR.)
3P, 11R.

2603 PROGRAMM1.XG LA46UAGES
MILLER, E.F., JR., & WASSERMAN, A.!. HIGH~ ORDER LANGUAGE EVALUATION PROJECT:
FINAL REPORT (TECHNICAL REPORT NO. 34I-79-523-110-SF). SAN FRANCISCO,
CALIFORNIA: SCIENCE APPLICATIONS, INC,, FEBRUARY 1977.

261 TESTING
MILLER, J.C., & MALONEY, C.J. SYSTEFA!fIC MISTAKE ANALYSIS OF DIGITAL COM4PUTER
PROGRAMS. COMP.UNICATIONS OF THE ACV, 1963, 6, 58-63.

$ DESCRIPTION:
EFFECTIVE PROGRAM TESTING REQUIRES THAT EVERY PART OF THE PROGRAM HE
CONSIDERED. THIS PAPER DESCRIBES A METHOD FOR DETER14INING THE NECESSARY
TEST CASES AND rACILITATING THE LOCATION OF ERRORS. A PRI&CIPAL C0ONPONENT
OF THIS IIETHOD IS THE IDENTIFICATION OF BRANCHPOINTS THAT ARE AFFECTED BY
INPUT DAfA. (MEA)
6P, li;(.
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262 GENERAL
RILLER, L.A. HARLAN MILLS ON "THE PSYCHOLOGY OF QUALITY" (REPORT NO. RC 3779).
YORKTOWN HEIGHTS, NEW YORK: IBM WATSON RESEARCH CENTER, MAY 1973.
DESCRIPTION:

IN PREPARING FOR AN OPEN DISCUSSION PANEL ON THE PSYCHOLOGI OF QUALITY
SCHEDULED FOR THE 1972 IBM SYSTEMS DEVELOPMENT DIVISION PROGRAPtING
SYMPOSIUM (MARCH 26-29, WASHINGTON, D.C.), A NUMBER OF TENTATIVE SUGGESTION
QUESTIONS PREPARED 81 THE AUTHOR (AS MODERATOR) WERE SENT TO DR. HARLAN
MILLS, AND OTHER PANEL MEMBERS, FOR THEIR EVALUATION PRIOR TO THE SYMPOSIUM.
THE QUESTIONS, AND DR. MILLS@ RESPONSES, ARE REPRODUCED VERBATIM IN THIS
REPORT.

DR. MILLS2 COMMENTS REFLECT HIS THINKING AND PROPOSALS FOR ALMOST ALL
ASPECTS OF PROGRAMMING, RANGING FROM PROGRAPMER SELECTION AND MANAGEMENT
TO THE PROGRAMMING WORK ENVIRONMENT. IN VIEW Of THE INCRkASING INTEREST IN
AND INFLUENCE OF DR. MILLS' IDEAS (E.G., CHIEF PROGRAMMER TEAM, TO7-DOWN
PROGRAMMING), IT WAS BELIEVED USEFUL TO COMMUNICATE THIS INFORMATION TO
BROAI AUDIENCE.

A SECOND OBJECTIVE OF THIS DOCUMENTATION IS TO STIMULATE GENERAL INTEREST
IN LOOKING AT THE PROBLEMS OF PROGRAMMING AND PROGRAP QUALITY FROM A
BEHAVIORAL POINT OF VIEW.

THE READER SHOULD KEEP IN MIND THAT THE QUIESTIONS, AND ANSWERS, WERE
INTENDED TO EXPLORE A \VARIETY OF POSSIBLE RELATIONS BETWEEN PSYCHOLOGICAL
FACTORS OF PROGRAMMERS AND THE DUALITY OF PROGRAMS PRODUCED By THEM (DEFINED
PRIMARILY IN TERMS OF MiNIMIZING BUGS AND PROVIDING FOR EASY EFFICIENT
MAINTENANCE AND MODIFICATION OF CODES). THE PAPER IS NOT A TECHNICAL
TREATMENT OF THE SUBJECT MATTER, DUE TO THE INFORMAL ATTITUDINAL KATURE OF
THE INTERCHANGE. 7HUS, LITERATURE CITATIONS AND OTHER DOCUMENTATION ARE

OT INCLUDED. THE SPECIFIC QUESTIONS WERE ORGANIZED INTO THREE MAIN
CONTENT AREAS: (1) COGNITIVE AND TRAIT ASPECTS OF INDIVIDUAL PROGRAMMERS,
(2) MANAGEMENT AND ORGANIZATION OF PROGRAMMING GROUPS AND PROJECTS, AND (3)
THE PROGRAMMING WORK ENVIRONMENT.

4 22P, OR.

263 PROGRAMMING AND QUERY LANGUAGE PROPERTIES
MILLER, L.A. PROGRAMMING BY NON-PROGRAMMERS. INTERNATIONAL JOURNAL OF
.AAN-MACHINE STUDIES. 1974, 6, 237-260 (ALSO: RESEARCH REPORT RC-428G, IBM
WATSON RESEARCH CENTER, YORKTOWN NEIGHTS, NY, 1973).
DESCRIPTION:i• NON-PROGRAMMERS WERE ASKED TO OQGANIZE NATURAL ENGLISH COrMANDS OF A

LABORATORY PROGRAMMING LANGUAGE INTO PROGRAMS FOR SOLVING NAPE-SORTING
DROBLEMS. THE PROBLEMS DIFFERED IN THE SORT CONCEPT TO BE PROGRAMMED
(CONJUNCTION VS. DISJUNCTION) AND IN THE FORM OF EXPRESSION OF THE LETTER
TESTS TO BE MADE ON THE NAMES (AFFIRMATION VS. NEGATION).

PROGRAMMING PERFORMANCE WAS FOUND TO BE IMPAIRED WITH DISJUNCTIVE CONCEPTS
AND WITH LETTER TESTS INVOLVING 4EGATION. DIFFERENT CLASSES OF PROGRAM
STRUCTURE WERE IDENTIFIED AND WERE ASSOCIATED WITH CERTAIN PROBLEM
CONDITIONS AND ERROR MEASURES. AN INFLUENCE .,F PRIOR EXPiRIENCE WITH
PROCEDURES ON PERFORMANCE WAS SUGGESTED. PRO-A; DFBU•GING AND TESTING
PERFORMANCE WAS CHARACTERIZED. (A)
24P, 17k.

r
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264b PROGRAMMING
RMILLER L.A. NAIVE PROGRAMIMER PROBLEMS WITH SPECIFICATION OF TRANSIER-OF-
CONTROL. AFIPS CONFERENCE PROCEE9IN(S, 1975. 44, 6W-63,.
DESCRIPTION:

WE HAVE CONDUCTED A SERIESS OF EXPERIMENTS CONCERNINC, TIlE PROGRAMMING
PERFORMANCE OF PERSONS WItTH NO PRIOR CONTACT WITH CLtMPUiTERS OTHER THAN THE
TRAINING RECEIVED IN THE EXPERI.ENTAL SESSIONS. OUP OBJECTIVE IN THESE
EXPERIMENTS IS TO IDENTIFY DESIGN PRINCIPLES FOR FACILITATING COMMUNICATION
BETWEEN THE NAIVE USER, AS A PROBLEM SOLVER, AND A COPiPUTER SYSTEM. WE VIEk

PROGRAMMING AS A PROBLEM SOLVING ACTIVITY, AN INSTANC!. OF WHAT GENERALLY MAY'
BE CALLED "PROCEDURE SPECY!FICATION." WE BELIEVE 'T POSSIBLE TO DESIGN
COMPUTERS AS OPTIMAL PROBLEM-SOLVING TOOLS ONLY IF THr7 OPERATING
CHARACTERISTICS OF TH. PROBLEM SOLVERS ARE KNOWN AND TOKEN INTO ACC)IJNT.
CONSEQUENTLY, WE ARE SEEKING TO DISCOVER THE PROBLEMS AND PROCESSES INVOLVEO
IN HUMAN SPECIFICATION OF PROCEDURES. USING EXPERIMEI1TAt LABORATORY AETHODS.

THE TOPICS COVERED ARt: (1) INITIAL STUDIES DEMONfTRATING THE FEASIBILITY
OF INVESTIGATING PROGRAMMING IN THE LABORATORY AND StIGGE.ATING EXPRESS3ON •F
TRANSFER-OF-CONTROL AS A LOCUS OF DIFFICULTY, r,2) SrUOIZS COlAPAFGING VARI•ILISI
4EANS FOR EXPRESSING TRANSFER-OF-CONTROL, (3) RESUL.T OF CXPF.RIMENYS US7Nf;
OUR "PROCEDURE TABLE-, AND (4) IRESULTS OF ANALYSIS 01 PEfIFICATIONS IN
NATURAL LANGUAGE. (A, ABBR.)
?P. 2R.

265 PROGRAMMING LANGUAGES
MILLER, L.A. NATURAL LANGUAGE PROCEDURES: GIJ)DES IOl PROGRA1I4HIIit' LANGUAGE
DESIGK. IN PROCEEDINGS OF THE 61H CONGRES'.1 OF THE 1067fRIIATIONIAL EFIGGNOMI('S

ASSOCIATION. SANTA MONICA, CALIFORNIA: PILLMAN FkCT1R'; Sl,)CIETV,, 1776.,
DESCRIPTION:

THE OBJECTIVE OF THIS PAPER IS TO FIND A COPIROA !:Er 0,` f'i':HAN!ýl1 s FORF
EXPRESSING PROCESS INFORMATION AS PROCEDUPES.. THE I NRERI.,r'IG AASUMPrIP4ds
ARE THAT 1) THERE IS A COMMON SET OF F4ECH.'NISM FOR CCMPIURIC,(ATIJc F'RI)CF)DUPAL
INFORMATION, 2) A MAPPING OF PROCESS INFOI,4IATIDN OITC, SrffAe:TTC STRUCTURES.
MAY COMMUNICATE SPECiFIC PROCESS INFOPMAT!>IN,, A1,D 70 THE 'ECODING OF PFOCESS
INFORMATION IS VERB-DRIVEN. A MODEL .'iS PRLPtSEV 104A1 CI:+SJ",T '10 1) A

DOMAIN ENCYCLOPEDIA WITH RELEVANT ATT';,BL Tt5 iAN' IELATYT0,1S FOR TI, ,I.FIIENTS
!N A PROCEDURAL DOMAIN, 2) PROCEDURAL FO, Ttill 4E!; TO GUI.1E THE EXTR~tCI'T)N AND
EXECUTION OF INFORMATION, AND 3) VERB Pil(IGIth,4' ; t1IFG I"aPORCAL PROl,'ESs
MEANINGS. THE MODEL WAS EVALUATED IN ThN' )CAI V C4 KI,'(HEN RECIPES.
(MEA)
3CP. 3R.

?66 SPECI.ICATION OF PPOCEDURES IN NATURAL LA'llUAGf.
1TLLER, L.A., & BECKER, C.A. PROGRAMMING IN NATURAL ENG ISIl CrEC'N4CAL VLORT
NO. RC-5137). YORKTOWN HEIGHTS, NE-, YORK., IEM IATSOi F ,,FIAIIH.H CE ITER, IfCV.MBER
1974,. (NTIS NO. AD AC'3923)
DESCRIPTION:

COLLEGE STUDENTS WERE ASKED TO TYPE nETALLED 4PECIFICAT U,01 O- PNOCI bUFfE. IN
THEIR NATURAL LANiGUAGE (ENGLISH) AS SOLUTIONS TOR A SET OF SIX: FILE
MANIPULATION PROBLEMS. THE LANGUAGE PPODUCTIONS WE;:LE XAI. ROl' *f 'tHE

POI°TS CF VIEW OF SOLUTION CORRECTNESS, PREFEREACES OF fIXIP$S:,ICNS,
CONTEXTUAL REFERENCING, WORD USAGE, AND FORMAL FROGRIAMPjNG L GI',GUAG•.•. (A)

AMONG OTEIER RESULTS1 , SOLUTIONS WERE GENERALLY SATISFACTORY ONLY FOE THL.
SIMPLEST PRORLEIS; F'JR MORE CO'.DLEX PROPLEMS, SCLUTIONS "'ECCEL ;O !E
INCOMPLETE. SUPJECTS TENDED TO SELECT THE SIMPLE,T OF T1lE AVAILAi.E
ALGORITh,4S; THESE WERE NOT NECESSARILY THE MOST EFFICIENT CR 'r.E LE:AST
ERROR-PRONE APPROACHES. FORTY-TWO PERCENT OF THE ýATA REFERENCES WEFE
CONTEXT-D.PENDENT. SUBJECTS TENDED TO IREAT DATA AGGREGATES, RAPTER T4AN
INDIVIDUAL DATA ELEMENTS. LITTLE EXPLICIT TRANSFER OF CONTROL OC(CURkED;
THE PROCEDURES WERE MOSTLY LINEAR. (HRR)
58P, 38R.
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26? GENERAL DISCUSSION OF ISSUES IN MAN-COMPUTER INTERACTION
nILLER, L.A., & THOMAS, J.C., JR. BEHAVIORAL ISSUES IN THE USE OF INTERACTIVE
SYf-TEMS. INTERNATIONAL JOURNAL OF MAN-11ACHINE STUDIES, 1977, 9, 509-536
(ALSO TECHNICAL REPORT NO. RC-6326, YORKTOWN HEIGHTS, NEW YORK: !I'. WATSON

DESCRIPTION,.

THIS PAPER IDENTIFIES BEHAVIORAL ISSUES RELATEO TO THE USE OF INTERACTIVE
COMPUTERS PRIMARILY BY PERSONS WHO ARE NOT COMPUTER PROFESSIONALS, SO-CALLED
"GENERAL USERS." THIS IS NOT AN EXHAUSTIVE LITERATURE SURVEYJ, BUT INSTEAD
PROVIDES: (1) A STRUCTURE FOR DISCUSSING ISSUES OF INTERACTIVE COMPUjTING,
AND (2) THE AUTHORSO BEST ESTIMATE OF IMPORTANT BEHAVIORAL PROBLEMS,. WITH
SUGGESTIONS FOR SOLUTIONS.

THE DISCUSSION IS LIMITED IN THI!, PAPER TO GENERAL ISSUES WHICH 00 NOTI TAKE INTO A:COUNT THE USER'S PARTICULAR TASK. THC TWO MAJOR TOPICS ARE
SYSTEM CHARACTERISTICS (PERFORMANCE,, FACILITIES, AND ON-LINE INFORMATION),
AND INTERFACE CHARACTERISTICS (DIALOGUE SYTLE, DISPLAIS AND GRAPHICS,
OTHER IliPUT/OUTPUjT MEDIA). (A)
a8P. 14,!k.

2(1, CHIEF PROGF!AMIIIER TEATS
MILLS, 11.D. CHIEF PROGRAPMER TEAMS: TECHNIQUES AND PROCEDURES (IBM INTERNAL

R EPO'RT)., JAh UARY 1970.

2 15,1 STRII,' (liNED PRI)GRAMMINGI hILLS, II..D. TOP-DOWN PROGRAMMING IN, LARGE SYSTEMS. IN R. RUSTIN (ED.),
~f~I E:;UGGIwS4 TECHNIOJES IN LARGE SYS~TEMS. ENGLEWOOD CLIFFS, NEW JER'SEY: PRENTICE-

rpE';Clz rI~ ON:
STRU'.!URED PROGRA4M.TNG CAN BE USEDI TO DEVELOP A LARGE SYSTEP It, A4 EVOLVING
'REE !.TRUCTUFPI OiF NESTI.D PROGRAM MODULES, WITH NO CONTROL BRANCHING BETWEEN

dODU~l:S EXCEP7 ke)R IFODU&E CALLS DEFINý;O IN THE TREE STRUCTURE. BY LIMITING
THE SIZI AND COMPt.EXITY (if ';ODULES, UjNIT DEBUGGING CAN BE DONE BY SYSTEMATIC
REAlI:::YGN,, AND Tl~f mODUILES EXECUTED DIRECTLY IN THE EVOLVING SYSTEM IN A TOP
D,;Wt 7ILTING PrP3CESS. (A)

15P,. 15g.

S'fJ rIjARE EPOG1NEE.PIH4C
MILLS,. H. ). H(we TO dR~l7E CýIRRHET PROGRAMS AND KNOW IT. IN PROCiEDINGS,
INTEP1IArID'VAL ( f(NfE-EREICI 0. REL.IABLE SCFT64RE, 21-23 APRIL 1975, LOS ANGELES,
CALIF0'4NIA. SU(,PLI'ýN NOTICES., tQ9ý, IC,, 363-37C (ALSO IBM TECHNICAL REPORT
NO. FS1 7.i5)j~jr, GflIT~4E',`SPtURG,, MARYLANDO: ID" CORP., 1973).
VESCRIFI'rI EN:

THtE ? IS NC( FOOLPR~OOf WAY 70 EV,'R KNOW ~i4AT YOU HAVE FOUND THE LAST ERROR
IN %~ "ROGRAII. SO THvE 13F.ST ,4AY 10 It4COUIRF CONFIDENCI. THAT A PROGRAM HAS 1dO
EP10kRi IS 1,0;VER 10) FIND THE FIRST ONE, NO MATTER HOW M4UCH IT IS TESTED AND

fSI 6,~i. IT IS AN OLD MlIH THAi( PROGRAMMING MUST BE AN EPOOR-PRCNE, CUT-AND-
Tfil FRPOCE!, OF FRUS'RA'4ION AUTO ANYIETY. THE PEW PEALITY IS THAT YOU CAW,
LEilHtl TO C.CtJSI. FrENTLY i.PITE l~kOGRAMS WHICH ARE ~':ROR FREE IN THEIR DEBOJGGNG
A,41) qBSr(;EN4T JE ., IN!!. R EALI TY IS FOUNDED IN THE IDEAS OF STRUC FURED
PNOGltAMMI['ý, ANý) PROGRAM I.ORREC1'JESS., WHICH V'OT ONLY PROVIDE A SYSTEMATIC
)F,'PR)ACI4 (S PROGRAMMING, BUT AL.-O MOTIVATE A HIGH DEGREE OF CONCENTRATION

01CD -RECIrilON IN' ThiE COI`ING SUBSPROCESS. (A)
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271 SOFTWARE ENGINEERING
MILLS, H.D. SOFTWARE DEVELOPMENT. IEEE TRANSACTIONS ON SOFTWARE ENGINEERING,
1976, SE-2, 265-273.
DESCRIPTION:

SOFTWARE DEVELOPMENT HAS EMERGED AS A CRITICAL BOTTLENECK IN THE HUMAN USE
OF AUTOMATIC DATA PROCESSING. BEGINNING WITH AD HOC HEURISTIC METHODS OF
DESIGN AND IMPLEMENTATION OF SOFTWARE SYSTEMS, PROBLEMS OF SOFTWARE
MAINTENANCE AND CHANGES HAVE BECOME UNEXPECTEDLY LARGE. IT IS CONTENDED
THAT IMPROVEMENT IS POSSIBLE ONLY WITH MORE RIGOR IN SOFTWARE DESIGN AND
DEVELOPMENT METHODOLOGY. RIGOROUS SOFTWARE DESIGN SHOULD SURVIVE ITS
IMPLEMENTATION AND BE THE BASIS FOR FURTHER EVOLUTION. SOFTWARE DEVELOPMENT
SHOULD BE DONE INCREMENTALLY, IN STAGES WITH CONTXNUOUS USER PARTICIPATION
AND REPLANNING, AND WITH DESIGN-TO-COST PROGRAMMING WITHIN EACH STAGE. (A)
9p, 18R.

272 SOFTWARE ENGINEERING
MILLS, H.D. SOFTWARE ENGINEERING. SCIENCE, 1977, 195, 1199'-1205.
DESCRIPTION:

THE PRACTICAL CONTROL OF COMPUTERS AND '4EIR VERY COPPI.XITY REQUIRES A
MATHEMATICAL BASIS FOR THEIR UNDERSTANDiNG. SOFTWARE IS BETTER DEFINED
AS THE =LOGICAL DOCTRINE FOR THE HARMONIOUS COOPERATION OF PEOPLE AND
MACHINES." CURRENT DATA PROCESSING SYSTEMS ARE WORKING WEk.L ENOUGH TO BE
INDISPENSABLE, BUT POORLY ENOUGH TO BE THE CAUSE OF UNTOLD FRUSTRATION.
SOFTWARE ENGINEERING IS, THEýEFORE, AN EMERGING IDEA. THREE OF ITS CURRENT
AREAS OF DISCIPLINE AND STUDY ARE DISCUSSED. THESE ARE: THE DESIGQ AND
VERIFICATION OF SEQUENTIAL PROCESSES, THE INTERICTION Oi PARALLEL OR
"INDEPENDENT" PROCESSES, AND THE ORGANIZATION OF PROCESSES INTO SYSTEMS OF
ABSTRACT MACHINES. (GDC)

273 USER REQUIREMENTS ANALYSIS
MJOSUND, A. TOWARD A STRATEGY FOR INFORMATION NEEDS ANALYSIS. COMPUTERS AND
OPERATIONS RESEARCH, 1975, 2, 39-47.
DESCRIPTIOh:

INFORMATION NEEDS ANALYSIS IS A PREREQUISITE FOR DESIGN OF AN EFFECTIVE
INFORMATION SYSTEM. HOWEVER, THE PROBLEMS ASSOCIATED WIrt SUCH ANALYSIS
HAVE BEEN LARGELY NEGLECTED IN THE INFORMATION SYSTEMS LITERATURE. TWO
SIMULTANEOUS GENERAL APPROACHES ARE SUGGESTED WHICH ARE EXPECTED TO
CONTRIBUTE TO THE SOLUTION OF THESE DROBLEMS. ONE IS TO USE THE INFORMATION
SYSTEM ANALYSIS TO GUIDE RESEARCH, OR APPLICATION OF RESULTS FROM RESEARCH,
TO SOLVE MANAGEMENT PROBLEMS. THE OTHER IS TO FOLLOW A STRATEGY IN THE
ANALYSIS OF INFORMATION NEEDS SUCN THAT THE STEPS IN THIS ANALYSIS ARE
CLOSELY RELATED 10 THE STRUCTURE RELATING THE DECISIONS AND ACTIONS IN THE
ORGANIZATION. A 'ROSS CLASSIFICATION SCHEME IS PROPOSED TO AID IN
DETERMINING THE STRATEGY. (A)
?P, 7R.

274 KAN-COMPUTER DIALOGUE
MOORE, R.K., & MAIN, W. INTERACTIVG LANGUAGES: DESIGN CRITERIA AND A PROPOSAL.
AFIPb CONFERENCE PROCEEDINGS, 1968, 33 (PT. 1), 193-2CO..

DESCRIPTION:
THIS PAPER DISCUSSES THE DESIGN CRITERIA FOR INTERACTIVE PROGRAMMING
LANGUAGES AND DESCRIBES TCL (TY4SHARE CONVERSATIONAL LANGUAGE). 7nt ZA-IENT
FEATURES OF TCL INCLLPDE LONG VARIABLE NAMES, SYMBOLIC STATEMENT LABELS,
FULL-FLEDGED SUBPROGRAMS WITH PARAMETERS, AND THE ABILITY TO HANDLE RECURSIVE
PROCEDURAL ALGORITHMS. (MEA)
8P, 2R.
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?75 PROGRAMMING

MORGAN, H.L. SPELLING CORRECTIONS IN SYSTEMS PROGRAMS. COMMUNICATIONS OF THE
ACM, 1970f 13e 90-94.
DESCRIPTION:

SEVERAL SPECIALIZED TECHNIQUES ARE SHOWN FOR EFFICIENTLY INCORPORATING

SPELLING CORRECTION ALGORITHMS INTO COMPILERS AND OPERATING SYSTEMS.
THESE INCLUDE THE USE OF SYNTAX AND SEMANTICS INFORMATION, THE ORGANIZATIO.4
OF RESTRICTED KEYWORD AND SYMBOL TABLES. AND THE CONSIDERAI7IOAJ OF A LIMITED
CLASS OF SPELLINt ERRORS. SAMPLE 360 COOING FOR PERFORMING SPELLING
CORRECTION IS PRESENTED. BY USING S7STEMS WHICH PERFORM SPELI.ING
CORRECTION, THE NUMBER OF DEBUGGING RUNS PER PROGRAM HAS BEEN DEC;EASED.
SAVING BOTH PROGRAMMER AND MACHINE TIME.
SP. 11R.

276 SOFTWARE DESIGN
ROPSENSTERH, M. AUTOMATING THE SOFTWARE DESIGN PROCESS FOR MANAGEMENT
INFORMATION SYSTEMS. IN PROCEEDINGS OF THE COMPUTER SOFTWARE AND APPLICATIOMS
CONFERENCE. NEW YORK: INSTITUTE OF ELECTRICAL AND ELECTRONICS FHGINEEIRS,. INC.,
1977, 642-648.
DESCRIPTION:

AN OPERATIONAL PROTOTYPE FACILITY HAS BEEN DEVELOPED WHICH LUTOPATES THE
DESIGN Of SOFTWARE FOR BATCH-ORIENTED MANAGEMENT INFORMATIOPI SY!,TE'IjS. TIlE
GLOBAL OPTIMIZATION CONSIDERATIONS iNCLUDE THE DESIGN OF THE FILE SYSTEM,
STRUCTURING OF EACH RUN, INTER-RUN DATA FLOW, ACCESS METHODS, FILE
ORGANIZATIONS, AND SORTING. AN ANALYSIS OF THE INTERDEPEOEN(I0iS iNABLI..
US TO ACCOUNT FOR THE NON-LOCAL EFFECTS OF THE DESIGN DECISIONS, SUCH A$ THE
INTERACTIONS WHICH OCCUR AMONG THE SORT ORDERS OF MUILTIPLE KEY FILES AND THE
SELECTION OF BLOCKING FACTORS. BOTH PRACTICAL AND IEORETJCAJ. EVALUATION
OF THIS DESIGNER-OPTIMIZER FACILITY INDICATES THAT THE RESULTING DESIGNS; ARE
GOOD, AND ARE COMPARABLE TO THOSE LIKELY TO BE PRODUCED BY A SYSTEM DESIGNER
dHO IS LIMITED To THE SAM4E REPERTOIRE OF TECHNIQUES. (A)

7P, 5R.

277 PROGRAMM14G LANGUAGES
IOULTON, P.G., & MULLER, M.E. DITRAN: A COMPILER EMPHASIZING DIAGNOSTICS.
C0O41UNICATIONS OF THE ACM, 1967, 10i, 45-52.
DESCRIPTION:

DITRAN (DIAGNOSTIC FORTRAN) :S AN IMPLEMENTATION OF ISA BASIC FORIRAN WITH
RATHER EXTENSIVE ERROR CHECKlmG CAPABILITIES BOTH AT COMPILATION TIME AND
DURING EXECUTION OF A PROGRAM. THE NEEO FOR IMPROVED DIAGNOSTIC
CAPABILITIES AND SOME OBJECT7VES Tl BE PET BY ANY COMPILER ARE DISCUSSED.

ATTENTION IS GIVEN TO THE DESIGN AND IMP-EMENTAION OF DITRAN AND THE
PARTICULAR TECHNIQUES EMPLOYED TO PROVIDE THE DIAGNOSTIC FEATURES. THE
HANDLING OF ERROR MESSAGES BY A GENEPAL MACRO APPROtLH IS DESCRIBED.
SPECIAL FEATURES WHICH PROVIDE TEACHING AIDS FOR USE BY INSTRUCTORS ARE
NOTED. (A)

R7 SP, 16R.
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278 50IFTWARE RELIABILITY
MUSA, J.ij. . THrýORY Of SOFTWARE RELIABILITY AIND ITS APPLICATION. IEEE
TRANSO:TIOflS ON SOFTWARE CN61NEERING, 1975, SE-I, 312-3Z7.
OESCR'.d'TXO14:

k AN APPROACH TO A THEORY (iF SOFTWARE RELIABILI7Y BASED ON EXECUTION TIME
IS )ERIVED. THiIS APPROACH PROVIDES it MODEL. TI!AT IS SIMPLE, INTUITIVELY
APý2EALING, AND XnMEDIATEL.Y USEFUL.

TeiE THEORY PERMITS THl- ESTIMA rICH, *IN AVVA iCE OF A PROJECT, OF THE AMOUNT
01 TESTING IN TERMS OF EflECUTION TIME REQUIRED 10 ACHIEVE A SPECIFIED
REL.IARELITT' GOAL (STATED AS A MEAN 71ME TO FAILURE (M4TTF)). EXECUTION TIME
C,01 (HEN 8BE RELATED TO C.&LINDAR TINE, PER~rTrING A SCHEDULE TO BE DEVELOPED.
E~tIlATES OF EXlECUTION TIME AND CAL.ENDAR TIMEC REM4AINING UNTIL THE
R,ýLIABILITf GOAL. IS ATTAINED CAN BE CONTINUAL.LY REMADE AS TESTING PROCEEDS,
VkASE D ONLY ON THE LENGTH OF THE EXECUTION T111E INTERVALS BETWEEN FAILURES.
"?IE CURRENT MTTF A.0D THI: NUMBER OF ERIPORS RE 4AINING CAN ALSO BE ESTIMATED.
?`-XL4IJFI LIKELIHOOD ESTIIIlATION IS EMPLOYED, A0D CONFIDENCE INTERVALS ARE
1ý.SO LA!;TAE'IL.ISHED. THE 1:O1EGOING INFORMATION IS OBVIOUSLY VERY VALUABLE IN
iHtDULlI141 AND MONITORINiG THE PR0fIRESS OF PROGRAM TESTING. A PROGRAM HAS
IEEN IMPLERENTED TO CO14PtjTE THE FlOREGOING QUI.NTITIES.

THE RELIA8ILI7Y MODEL 7HAT HAS BEEN DEVEI.CPED CAN BE USED IN MAKING
.ISTEP TRADEOFFS INVOLVIN4 SOFTWARE OR SOFTIOARE AND HARDWARE COMPONENTS.
",'T ALSO PROVIDES A SOUNDL~t BASED UNIT OF MESURE FOR THE COMPARATIVE
-VALUI&TION OF VARIOUS PROGRAMI4MIN, TECHNIQUES THAT ARE EXPECTED TO ENHANCE
1IELIA13ILITY.

THE MODEL HAS BEEN APPLIED TO POUR MEDILM-:;IZED SOFi;JARE DEVELOPMENT
PROJECTS, ALL OF WHICH HhVE COMPLETED THEIF LI'FE CYCLES. MEASUREMENTS
TAKEN Of MTTF DURING OPERATION AGREE WELL IdTh THE PREDICTIONS MADE AT THE
END CF !SYSTEM TESt. AS FAR AS THE AUTHOR :AN DErERMINE, THESE ARE THE FIRST
T.P'~ TIIAT A SOFYbAFE Rl.LIABI(,I7Y MO0DEL HAS BEEN USED DURING SOFTWARE
DEVEI.OP14ENT PROJEC7S. tHE PAPER REFLECTS AND INCORPORATES INE PRACTICAL
EWPEUZENCE GAINED. (A)
lloF, 2CR.

271f SOTWARl. DESIGN
,YL.FS, 6. .i. REL:AULE SOFTWARE FI4ROOGH COMPOSITE DESIGN. NEW YORK:
'ErRO)CELL, I" 7s.

2d0O SOFTWARI. RELIABILITY
MYERS, G£4. SOFTWARE RELIABILITY: PRINCIPLES AND PRACTICES. NEW YORK: JOHN
WIL.EY A'ID SONS, 1976.

"0'81 FA0GRAli COMPLEXITY
MYER!,,, G.4. AN EXTENSION TO THE CYCLOMATIC MEASUPE OF PRCGr!kAM COMPLEXITY.
SIGPLA14 NOTICES, OCTOBER 1977, 12(1Z'), 61-64.
DESCRIPTION:

A RECENT PAPER HAS DESCRIBED A GRAPH-THEORETIC MEASURE Of PROGRAM
COMPLEXITY, W4ERE A PROGRAM'S COMPLEXITY IS ASSUMED TO BE ONLY A FACTOR OF
THE PROGRAM'S DECISION STRUCTURE. HOWEVER, SEVERAL ANOMALIES H".'E BEEN
FOUND WHERE A HIGHER COMPLEX-TY MEASURE WOULD FE CALCULAYED FOR A PROGRAM
OF LESSER COMPLEXITY THAN FOR A MORE-COMPLEX PROGRAM. THIS PAPER DISCUSSES
THESE ANOMALIES, DESCRIBES A SIMPLE EXTENSION TO THE MEt.SURE TO ELIMINATE
THEM, AND APPLIES THE MEASURE TO SEVERAL PROGRAMS IN THE LITERATURE. (A)
4P, 3R.

-76-



282 PROGRAMMING
NAGY, G., & PENNEBAKER, M.C. A STEP TOWARD AUTOMATIC ANALYSIS OF STUDENT
PROGRAMMING ERRuRS IN A BATCH ENVIRONMENT. INTERNATIONAL JOURNAL OF MAN-
MACHINE STUDIES, 1974, 6, 563-578.

THE OBJECT OF THIS INVESTIGATION IS TO DEVELOP A METHOD FOR THE AUTOMA7IC
COLLECTION OF MEANINGFUL STATISTICAL INFORKATION ABOUT THE CAUSES OF PROGRAM
RESUBMITTAL IN A BATCNi-PROuESSING ENVIRONMENT. SUCCESSIVE VERSIONS OF A
GIVEN PROGRAM ARE COMPARED STATEMENT-BY-STATEMENT IN ORDER TO ISOLATE MINOR
CHANGES MADE IN THE PROGRAM. ALL STATEMENTS INSERTED, SUBSTITUTED, OR
DELETED ARE EXAMINED IN TERMS OF (1) THE TYPE OF STATEMENT (I.E. DO, IF,

ETC.), (2) THE NUMBER OF CONSECUTIVE STATEMENTS INVOLVED IN THE CHANGE, AND
(3) HOW MANY TIMES THE PROGRAM HAS ALREADY BEFN SUBMITTED (THE NUMBER OF
"TRIES"). ONE TIVIUSAND ONE HUNDRED AND TEN PROGRAMS ARE ANALYZED IN THIS
MANNEF. THE METHOD IS INTENDED TO BE USED, IN CONJUNCTION WITH DETAILED
STUDY OF SELECTED CASES AND WITH FIRTHER EXPERIMENTATION IN COMPLETELY
CONTROLLED SITUATIONS, TO IMPROVE PROGRAMMING INSTRUCTION AND MANUALS, TO
PRODUCE BETTER DIAGNOSTIC MESSAGES, TO AID IN THE DESIGN OF NEW COMPILERS,
AND EVENTUALLY TO PROVIDE FOR AUTOMATIC CORRECTION OF TRIVIAL MISTAKES. (A)
16P, 14R.

2?3 SOFTWARE ENGINEER;NG
NAUR, P. PROGRAMMING BY ACTION CLUSTERS. BIT, 1969, 9, 250-258.

284 SOFTWARE DEVELOPMENT
NAUR, P. AN EXPERIMENT UN PROGRAM DEVELOPMENT. BIT, 1972, 12, ' (-365.
DESCRIPTION:

AS A CONTRIBUTIO'4 TO PROGRAMMING METHODOLOGY, InT DAPER CON T AINS A DETAILED,
STEP-BY-STEP ACCOUNT OF THE CONSIDERATIONS LEADING TO A PRFIGP!O FOR SOLVING
THE 8-QUEENS PROBLEM. THE EXPERIENCE IS RELATED TO THE MEtHOD OF STEPwiSE
REFINEMENT AND TO GENERAL PROBLEM SOLVING TECPNIQUES. (A)
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285 SOFTWARE ENGINEERING
NAUR, P., RANDELL, B., & BUXTON, J.N. (EDS.). SOFTWARE ENGINEERING: CONCEPTS
AND TECHNIQUES. PROCEEDINGS OF THE NATO CONFERENCES. NEW YORK: PETROCELLIi
CHARTER, 1976.
DESCRIPTION:

THE PRESENT REPORT IS CONCERNED WITH A PROBLEM CRUCIAL TO THE USE OF
COMPUTERS, VIZ. THE SO-CALLED SOFTWARE, OR PROGRAMS, DEVELOPED TO CONTROL
THEIR ACTION. THE REPORT EUMMARISES THE DISCUSSIONS AT A WORKING
CONFERENCE ON SOFTWARE ENGINEERING, SPONSORED BY THE NATO SCIEWCE COMMITTEE.
THE CONFERENCE WAS ATTENDED BY MORE THAN FIrTY PEOPLE, FROP ELEVEN DIFFERFNT
COUNTRIES, ALL CONCERNED PROFESSIONALLY WITH SOFTWARE, EITHER AS USERS,
MANUFACTURERS, OR TEACHERS AT UNIVERSITIES. THE DISCUSSIONS COVER ALL
ASPECTS OF SOFTWARE INCLUDING: (1) RELATION OF SOFTWARE TO THE HARDWARE Oý
COMPUTERS; (2) DESIGN Of SOFTWARE; (3) PRODUCTION, OR IMPLEMENTATION OF
SOFTWARE; (4) DISTRIBUTION OF SOFTWARE; AND (5) SERVICE ON SOFTWARE.

BY INCLUDING MANY DIRECT QUOTATIONS AND EXC'IANGES OF OPINION, THE REPORT
REFLECTS THE LIVELY CONTROVERSIES OF THE ORIGINAL DISCUSSION.

ALTHOUGH MUCH eF THE DISCUSSIONS WERE OF A DETAILED TECHNICAL NATURE, THE
REPORT ALSO CONTAINS SECTIONS REPORTIWG ON DISCUSSIONS WHICH WILL BE OF
INTEREST TO A MUCH WIDER AUDIENCE. THIS HOLDS FOR SUBJECTS LILE: (1) THE
PROBLEMS OF ACHIEVING SUFFICIENT RELIABILITY IN THE DATA SYSTEMS WHICH ARE
BECOMING INCREASINGLY INTEGRATED INTO THE CENTRAL ACTIVITIES OF MODERN
SOCIETY; (2) THE DIFFICULTIES OF MEETING SCHEDULES AND SPECIFICATIONS ON
LARGE SOFTWARE PROJECTS; (3) EDUCATION OF SOFTWARE (OR DATA SYSTEMS)
ENGINEERS; AND (4) THE HIGHLY CONTROVERSIAL QUESTION OF WHETHER SOFTWARE
SHOULD BE PRICED SEPARATELY FROM HARDWARE.

THUS, WHILE THE REPORT IS OF PARTICULAR CONCERN TO TVE IMMEDIATE USERS
OF COMPUTERS AND TO COMPUTEf: MANUFACTURERS, MANY POINTS MAI SERVE TO
ENLIGHTEN AND WARN POLICY MAKERS AT ALL LEVELS. READERS FROM THE WIDER
AUDIENCE SHOULD NOTE, HOWEVER, THAT THE CONFERENCE WAS CONCENTRATING ON THE
BASIC ISSUES AND KEY PROBLEMS IN THE CRITICAL AREAS OF SOFTWARE ENGINEERING.
IT THEREFORE DID NOT ATTEMPT TO PROVIDE A BALANCED REVIEW OF THE TOTAL
STATE OF SOFTWARE, AND TENDS TO UNDERSTRESS THE ACHIEVEMENTS OF THE FIELD.
(A)

286 STRUCTURED PROGRAMMING
NEELY, P.M. THE NEW PROGRAMMING DISCIPLINE. SOFTWARE: PRACTICE AND EXPERIENCE,
1976, 6, 7-27.
DESCRIPTION:

RECENTLY THERE HAS BEEN SUBSTANTIAL INTEREST IN PROMOTING "STRUCTURED
PROGRAMMING" AS A MEANS OF WRITING MORE NEARLY ERROR FREE PROGRAMS.
HOWEVER SINCE THE CHIEF ADVOCATES OF STRUCTURED PROGRAMMING USE ALGOL
OR PASCAL, AND DISDAIN FORTRAN, THERE IS A DIFFICULTY IN COPMUNICATION.
SINCE IT IS MY PERCEPTION THAT STRUCTURED PROGRAMMING AND THE LESSONS TO BE
LEARNED FROM PROOFS OF CORRECTNESS CAN BE APPLIED IN ANY LANGUAGE.
INCLUDING FORTRAN, I FEEL THAT THESE IDEAS SHOULD BE PROMULGATED TO APPLIED
SCIENTIFIC PROGRAMMERS.

HENCE THIS PAPER WILL COMMENCE WITH A SUMMARY OF THE WHOLE COMPLEX OF
IDEAS AND PRACTICES THAT ARE SUBSUMED UNDER THE TERM "STRUCTURED
PROGRAMMING". THEN SOME SIMPLE EXAMPLES OF TOP DOWN DESIGN AND
PROGRAMMING WILL BE GIVEN. FINALLY I WILL RETURN TO A DISCUSSION OF SOME
OF THE PROBLEMS WHICH ARE LIKELY TO BE ENCOUNTERED IN THE USE AND
PROMULGATION OF STRUCTURED PROGRAMMING. (A)
21P, 7R.
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287 PROGRAMMING
NEWSTED, P.R. FORTRAN PROGRAM COMPREHENSION AS A FUNCTION OF DOCUMENTATION.
qILWAUKEE, WISCONSIN: UNIVERSX!Y OF WISCONSIN, SCHOOL OF BUSINESS
ADMINISTRATION, UNDATED.
DESCRIPTION:

BFHAVIORAL DATA ARE PRESENTED WHICH INDICATE THAT COMMENTS AND MNEMONIC
VARIABLE NAMES MAY NOT ALWAYS IMPROVE STriDENT COMPREHENSION OF FORTRAN
PROGRAMS. INTERACTION OF THESE VARIABLES WITH PROGRAM DIFFICULTY SUGGESTS
TAAT THEY ARE USEFUL ONLY AFTER A GIVEN DIFFICULTY LEVEL IS REACHED -- A
LEVEL BEYOND WHIC4 IT .IS NOT POSSIBLE TO CONCEPTUALIZE A PROGRAM AS A
SINGLE IDEA. (A)

TWO EXPERIMENTS WERE PERFORMED: (1) A BEYWEEN-GROUPS EXPERIMENT USING A
SINGLE FORTRAN PROGRAM AND VARYING COMMENTS (PRESENT OR ABSENY) AND VARIABLE
NAMES ("MNEMOVIC" OR "NON-MNEMONIC"), AND (2) A WITHIN-SUBJECT EXPERIMENT
USING FOUR PROGRAMS WHICH VARIED IN DIFFICULTY ("EASY", "HARD-) AND VARIABLE
TYPE ("MNEMONIC", "NON-MNEMONIC"'. AFTER EXPOSURE TO EACH PROGRAM, SUBJECTS
WERE GIVEN MULTIPLE-CHOICE COMPREHENSION TESTS. NO SIGNIFICANT EFFECTS WERE
FOUND IN THE FIRST EXFrRIMENT. IN THE SECOND, BOTH MAIN EFFECTS
(DIFFICULTY, VARIABLE TYPE) AND THEIR INTERACTION WERE SIGNIFICANT. THE
"EASY, NON-MNEMONIC" PROGRAM WAS ASSOCIATED WITH BETTER TEST PERFORMANCE
THAN THE "EASY, MNEMONIC" FROGRAM,, (HRR)
2 P, 6R.

NEWSTED, P. GRADE AND ABILITY PREDICTIONS IN AN INTRODUCTORY PROGRAMMING
COURSE (tECHNICAL REPORT). MILWAUKEE, WISCONSIN: UNIVERSITY OF WISCONSIN,
SCHOOL OF BUSINESS ADMINISTRATION, 1974.

289 REVIEW OF USER INTERACTION WITH NAVY COMPUTER SYSTEMS
NICHOLSON, R.M., WIGGINS. B.D., & SILVER, C.A. AN INVESTIGATION INTO SOFTWARE
STRUCTURES FOR MAN/MACHINE INTERACTIONS. ARLINGTON, VIRGINIA: ANALYTICS, INC.,
FEBRUARY 1972. (NTIS NO. AD 737266)
DESCRIPTION:

THE CURRENT TREND IN COMMAND AND CONTROL/INFORMATION SYSTEMS WITHIN THE NAVY,
TOWARD GREATEk USE OF INTERACTIVE CAPABILITIES, HAS THE EFFECT OF BRINGING
THE TRUE "USER" -- THE DECISION MAKER -- INTO DIRECT CONTACT WITH THE
SYSTEM, RATHER THAN USING A PROGRAMMER AS AN INTERMEDIARY. IT IS THEREFORE
NECESSARY THAT THE SYSTEM DESIGNER ORIENT THE MAN/MACHINE COMMUNICATION LESS
TOWARD HIS OWN PROGRAMMING COMMUNITY AND MORE TOWARD A USER WHOSE FAMILIARITY
WITH COMPUTER DEVICES AND TERMINOLOGY IS SOMZWHAT LESS THAN HIS OWN.

FOR A CLEAR VIEW OF THE TYPICAL USER AND THE FUNCTIONS HE AND THE SYSTEM
PERFORM, A SURVEY OF RECENT NAVY SYSTEMS IS DESCRIBED. A REVIEW OF THE
LITERATURE IN INFORMATIUN SYSTEMS 10 DETERMINE THE AVAILABILITY OF
INFORMATION USEFUL TO THE SYSTEM DESIGNER IN INTERACTIVE SOFTWARE PERFORMANCE
IS PRESENTED. FINALLY. A RESEARCH PROGRAM TO DERIVE THE NEEDED INFORMATION
IS PROPOSED. (A)
92P, 55R.

290 PROGRAMMING
NICKERSON, R.I. SOME COMMENTS ON SOFTWARE DEVELOPMENT. IN PROCEEDINGS, 4RMY
HUMAN FACTORS RESEARCH AND DEVELOPq2NT CONFERENCE, OCTOBER 1970.
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291 GENERAL DISCUSSION OF HUMAN FACTORS IN COMPUTER SYSTEMS
NICKERSON, R.S., ELKIND, J.I., & CARBONELL, J.R. HUMAN FACTORS AND!THE DESIGN
OF TIME SHARING CO.IPUTER SYSTEMS. HUMAN FACTORS, 1968, 10, 127-133'
DESCRIPTION:

THE ADVENI OF CONPUTER TIME SHARING POSES AN EXTRAORDINARY CHALLENGE TC HUMAN
FACTORS RESEARCH DURING THE NEXT DECADE. BEFORE TIME SHARING, TWO FACTS
COMBINED TO DE-EMPHASIZE THE IMPORTANCE OF HUMAN FACTORS CONSIDERATIONS IN
THE DESIGN OF COMPUTER SYSTEMS: (1) THE COST OF THE COMPUTER'S TIME WAS
EXORBITANTLY HIGH RELATIVE TO THE COST OF USERS$ TIME, AND (2) THE USERS
CONSTITUTED A SELECT, HIGHLY SKILLED AND HIGHLY MOTIVATED GROUO OF
SPECiALISTS. TWO OF THE PROMISES OF TIME SHARING, HOWEVER, ARE (1) A DRASTIC
REDUCTION IN THE COST OF COPUTER TIME TO THE INDIVIDUAL USER, AND (2) THE
LARGE SCALE AVAILABILITY OF COMPUTER FACILITIES TO INDIVIDUALS UNTRAINED IN
ANY AREAS OF COMPUTER TECHNOLOGY. HUMAN FACTORS CONSIDERATIONS THEN BECOME
IMPORTANT BOTH FOR ECONOMIC AND PSYCHOLOGICAL REASONS. (A)

PRINCIPAL AREAS DISCUSSED ARE: "CONVERSATIONAL" LANGUAGES, SYSTEM RESPONSE
TIME, CHARGING ALGORITHMS AND THEIR EFFECT ON SYSTEM USE, EASE OF USE AND
CONFLICTING NEEDS OF NOVICE AN& EXPERT USERS, AND MAXIMIZATION OF
ACCESSIBILITY VERSUS MINIMIZATION OF SYSTEM IDLE TIME. (HRR)
7P, 4R.

2?2 SOFTWARE ENGINEERING
NOONAN, R.E. STRUCTURED PROGRAMMING AND FORMAL SPECIFICATION. IEEE
TRANSACTIONS ON SOFTWARE ENGINEERING, 1975, SE-1, 421-424.

293 DOCUMENTATION
OKI4OTO, G.H., THE EFFECTIVENES3 OF COMMENTS: A PILOT STUDY (QD TECHNICAL
REPORT NO. TR01.1347). Ef.DICOTT, NEW YORK: IBM CORP., SYSTEMS DEVELOPMENT
DIVISION, JULY 1970.
DESCRIPTION:

THIS STUDY INVESTIGATES METHODS OF QUANTIFYING THE EFFECTIVENESS OF COMMENTS
ACCOMPANYING IBM SYSTEM/360 ASSEMBLER LANGUAGE INSTRUCTIONS WHILE LIMITING
THE SCOPE OF THE COMMENT PROBLEMS. Sf':ERAL EXPERIMENTS WERE PERFORMED WITH
EXPERIENCED PROGRAMMERS WHICH TEND TO INDICATE THAT COMMENTS DO INDEED
INFLUENCE PROGRAMMER PERFORMANCE; HOWEVER, NOT NECESSARILY ACCORDING TO
BELIEFS. AN INVESTIGATIOU TO FURTHER SUBSTANTIATE THE RESULTS OF THIS
PILOT STUDY IS CURRENTLY UNDERWAY. (A)
12?, SR.

294 SOFTWARE DEVELOPMENT
ORTEGA, L.H. STRUCTURED PROGRAMMING SERIES (VOL. 7): DOCUMENTATION STANDARDS.
(REPORT NO. RADC-TR-74-300-VOL-7:. GRIFFISS AFB, NEW YORK: ROME AIR DEVELOPMENT
CENTER, SEPTEMBER 1974. (NTIS NO. AD A008639)
DESCRIPTION:

THIS FINAL REPORT CONTAINS THE FULL STUDY FINDINGS FOR SOW TASK 4.1.7.
INCLUDED ARE PROPOSED CHANGES TO DOD DOCUMENTATION STANDARDS NECESSARY
TO REALIZE THE BENEFITS OF STRUCTURED PROGRAMMING TECHNOLOGY AS RELATED TO
DOCUMENTATION. THE RECOMMENDED CHANGES TO USAF MIL-STD-483 AND DOD 4120.17M
CONSTITUTE THE !NITIAL STEP IN IMPROVING SOFTWARE DOCUMENTATIONS. (A)
lOOP, 11R.
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295 3OFTWARE PHYSICS
OTTENSTEIN, L.M. FURTHER VALIDATION OF AN ERROR HYPOTHESIS. SOFTWARE
ENGINEERING NOTES, JANUARY 1978, 3(1), 27-28.
DESCRIPTION:

SOFTWARE PHYSICS HYPOTHESES ARE USED TO PREDICT IMPLEMENTATION TIME AND
NUMBER OF ERRORS FOR A PROGRAM MODULE. PREDICTIONS ARE COMPARED WITP THE
OBSERVED VALUES REPORTED BY M.L. SHOOMAN AND M.I. BOLSKY (1975). (MEA)
2P, 7R.

296 SOFTWARE PHYSICS
OTTENSTEIN, L.oM., SCHNEIDER, V.8., & HALSTEAD, M.N. PREDICTING THE NUMBER Of

BUGS EXPECTED IN A PROGRAM MODULE (TECHNICAL REPORT NO. CSD-TR-2L,5). WEST
LAFAYETTE, INDIANA: PURDUE UNIVERSITY, JANUARY 1977.

" 297 PROGRAMMING, MAINTENANCE
OVERTON, R.K., ET. AL. DEVFr.OPMENT IN COMPUTER AIDED SOFTWARE MAINTENANCE
(REPORT NO. ESD-TR-74-307). HANSCOM AFB, MASSACHUSETTS: DEPUTY FOR COMMAND
AND MANAGEMENT SYSTEMS, nQ ELECTRONIC SYSTEMS DIVISION (AFSC), 1974.
DESCRIPTION:

DATA WERE COLLECTED ON TWO ASPECTS OF MAINTENANCE PROGRAMMING (WHICH,,
ACCORDING TO PUBLISHED ESTIMATES, COSTS THE U.S. APPROXIMATELY FIVE BILLION
"Ot'-RS A YEAR). ASPECTS WERE (1) ARRANGEMENT AND SOURCES OF INFORMATION AT
bhAPHICS CONSOLES, AND (2) THE VALUE OF "CONCEPTUAL GROUPINGS" TO
4AINTENANCE PROGRAMMERS USING FORTRAN AND PL/1. (A)
263P, 60R.

298 SOFTWARE MAINTENANCE
OVERTON, R.K., COLEN, P., FREEMAN, P., WERSAN, S,J., VEIGEL, M.L., &
STEELMAN, R. RESEARCH TOWARD WAYS OF IMPROVING SOFTWARE MAINTENANCE:
RICASM FINAL REPORT (TECHNICAL REPORT NO. ESD-TR-73-12ýi. CLAREMONT,
CALIFORNIA: CORPORATION FOR INFORMATION SYSTEMS RESEARCH AND DEVELOPMENT,

S• JA*,nARY 1973, (NTIS NO. AD 760819)
DESCRIPTION:

AS STEPS TOWARD MAKING IT EASIE7 TO MAINTAIN COMPUTER PROGRAMS, STUDIES
A.SERE MADE OF SOME fUNDAMENTAL ASPECTS OF THE WORK. THE EVIDENCE INDICATES

THAT (1) BEFORE A PERSON CAN MODIFY A PROGRAM EFFICIENTLY, HE NEEDS TO BE
ABLE TO TRACE THE STRUCYURE INTO WHICH THE MODIFICATION HAS TO FIT, AND
RECOGNIZE THE CONCEPTUPL BLOCKS OF WHICH 1HE STRUCTURE IS BUILT; (2) IT
SHOULD BE POSSIBLE Tl SPECIFY, AND SET SOME STANDARDS FOR, MAI.NTAINABILITY-
AFFECTING FEATURES OF PROGRAMMING LANGUAGES, AND THE STYLE AND STRUCTURE OF
PROGRAMS; (3) PHYSICAL CHARACT%.RISTICS OF TERMINAL DISPLAYS CAN HANDICAP OR
HELP THE MAINTENANCE PROGRAMMFQ, AND DISPLAYS OF LISTS OF CUES AND
PRC3ABILITIES MAY I.LSO HELP HI l. FUTURE DEVELOPM`ENTS, BASED ON THESE
POINTS, WERE RECOMMENDED. (A)
183P, 47R.

299 PROGRAMMER PRODUCTIVITY
OYEZ, P.D. EVIDENCE OF INCREASED PROGRAMMER PRODUCTIVITY THROUGH USE OF
KEYROARD TERMINALS WITH DIRECT ACCESS TO COPMPUTERS. UNPUBLYSHED MANUSCRIPT,
OCTOBER 1i76 (AVAILABLE FROM U.S. BUREAU OF THE CENSUS, WASHINGTON, D.C.).
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300 SOFTWARE DESIGN
PACKER, D.W. EFFECTIVE PROGRAM DESIGN. COMPUTCRS AND PEOPLE, NARCH 1974,
23(3), PP. 3; 16-19; 41.
DESCRIPTION:

THIS DISCUSSION OF COMPUTER PROGRAM DESIGN PROMOTES THE IDEA THAT THE
SUCCESS AND ULTIMATELY THE COST Or ANY COMPUTER PROGRAM IS CRITICALLY
RELATED TO ITS DESIGN; THAT IS, THAT THE DESIGN IS, BY FAR, THE MOST
CRITICAL ASPECT OF PROGRAM DEVELOPMENT. THE EDP COMMUNITY OFTEN TALKS OF
DESIGN AND THE CONCEPTS OF MODULARITY, GENERALITY, FLEXIBILITY, AND
mAINTAINABILITY; YET MANY PROGRAM, ARE NOT WELL DESIGNED AT ALL, BUT SIMPLY
WRITTEN. IT IS MY BELIEF THAT THE DESIGN OF A PROGRAM IS MUCH DIFFERENT
FROP ITS CODING, AND IS A CREATIVE TASK INVOLVING MANY -- IF NOT ALL --

OF THE SAME ELEMENTS AS SYSTEMS DESIGN. (A)
SP, OR.

311 PROGRAMMING LANGUAGE',
PALME, J. PROGRAMIING LANGUAGES FOR THE SOFTWARE ENGINEER. IN INFOTECH
INFORMATION LTD., SOFTWAPE ENGINEERING. BERKSHIRE, ENGLAND: INFOTECH
INFORKATION LTD., 1972, 463-494.

332 PROGRAMMING LANGUAGES
PALME, J. LANGUAGES FOR RELIABLE SOFTWARE. DATAMATION, DECEMBER 1975, 21(12),
77-80.
DESrRIPTION:

A NUMBER OF PROGRAMMING LANGUAGE AND OPERATING SYSTEM CONSTRUCTS ARE
AVAILABLE WHICH MAY INCREASE THE RELIABILITY OF SOFTWARE, BUT WHICH ARE NOT
WIDELY USED, EVEN AMONG THE MOST POPULAR LANGUAGES. THESE CONSTRUCTS ALLOW
GREATER DETECTION OF ERRORS AT EXECUTION TIRE, OR, IN SOME CASES, AT
COMPILATION TIME. AMONG THE FEATURES DISCUSSED ARE RESTRICTIONS ON DATA
TYPES AND VALUES, FEATURES WHICH PREVENT UNDEiNED CALCULATIONS, DATA TYPE
AND RANGE CHECKING AT MODULE INItRFACES, AND AVOIDANCE OF SEVERAL CONSTRUCTS
(E.G., INTERRUPTS, UNNECESSARY PARALLEL PROCESSING) WHICH HAVE BEEN OBSERVED
TO CAUSE PROBLEMS. MANY OF THE RECfiMMENDED FEATURES HAVE BEEN
IMPLEPENTED IN THE LANGUAGE SIMULA 67. (HRR)
3P, OR.

313 SOFTWARE DEVELOPMENT
PARNAS, D. INFCRMATION DISTRIBUTION ASPECTS OF DESIGN METHODOLOGY.
PROCEEDINGS OF IFIp CONGRESS, 1971, 71, 339-344.
DESCRIPTION:

THE ROLE OF DOCUMENTATION IN THE DESIGN AND IMPLEMENTATION OF COMPLEX
SYSTEMS IS EXPLORED, RESULTING IN SUGGESTIONS I14 SHARP CONTRAST WITH CURRENT
PRACTICE. THE CONCEPT OF SYSTEM STRUCTURE IS STUDIED BY EXAPINING THE
MEANING OF THE PHRASE "CONNECTIONS BETWEEN MODULES". IT 1S SHOWN THAT
SEVERAL SYSTEM DESIGN GOALS (EACH SUGGESTING A PARTIAL rIME ORDERING OF
THE DECISIONS) MAY BE INCONSISTENT. SOME PROPERTIES OF PROGRAPMERS ARE
DISCUSSED. SYSTEM DOCUMENTATION WHICH MAKES ALL INFORMATION ACCESS:BLE TO
ANYONE WORKING ON THE PROJECT IS DISCUSSED. THE THESIS THAT SUCH
INFORMATION "BROADCASTING" IS HARMFUL, THAT IT IS HELPFUL IF MOST SYSTEM
INFORMATION CAN BE HIDDEN FROM 4OST PROGRAMMERS, IS SUPPORTED BY USE OF
lHE ABOVE MENTIONED CONSIDERATIONS AS WELL AS BY EXAMPLES. (A)
6P, 18R.
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304 SOFTWARE ENGINEERING
PARNAS, DOL. SOME CONCLUSIONS FROM AN EXPERIMENT IN SOFTWARE EAGINLERING
TECHNIQUES. AFIPS CONFERENCE PROCEEDINGS, 1972, 41, 325-329.
DESCRIPTION:

A SMALL PROGRAMMING PROJECT, UNDERTAKEN BY RELATIVELY INEXPERIE:JCED
PROGRAMMERS, WAS DONE TO ASSESS SEVERAL PARAMETERS AND CLAIMS OF STRUCTURED
PROGRAMMING TECHNIQUES. THE DESIGN INCLUDED ;IVE MODULES TO BE PROGRAMMED
BY EACH OF FIVE TECHNIQUES. A NUMBER OF THESE WERE INCORRECT OR INCOMPLETE.
RESULTS WERE DRAWN FROM THE REST. THE PAPER DOES NOT EXPLAIN THE
EXPERIMENTAL DESIGN; INSTEAD, IT DWELLS MAINLY ON THE CONCLUSIONS. THESE
ARE THAT EFFORT SHOULD BE HEAVILY INVESTED IN THE PRE-DESIGN PHASE FOR IHE
GREATEST RETURNS. OOCUMENTATION OF EXTERNALS, AND THAT STEMMING FROM
PRE-DESIGN, WAS THE MOST VALUABLE. MODULE TESTING BEFORE INTEGRATION

SEEMED VALUABLE, AND IT SHOULD BE DONE BY OTHER THAN THE ORIGINAL
PROGRAMMER. THE HYPOTHESIS THAT SINGLE INPUT/OUTPUT SUBROUTINE CALLS SHOULD
BE THE ONLY COMMUNICATION BETWEEN MODULES WAS REJECTED. DATA STRUCTURES,
HOWEVER, WERE KEPT WITHIN SINGLE MODULES. (GDC)
5P, 8R.

3,15 SOFTWARE`'DEVýLOPMENT
PARNAS, D.L. A TECHNIOUE FOR SOFTWARE MODULE SPECIFICATION WITH EXAMPLES.

F ; COMMUNICATIONS OF THE ACM, 1972, 15, 330-336.
DESCRIPTION:

THIS PAPER PRESENTS AN APPROACH TO WRITING SPECIFICATIONS FOR PARTS OF
SOFTWARE SYSTEMS. THE MAIN GOAL IS TO PROVIDE SPECIFICATIONS SUFFICIENTLY
PRECISE AND COMPLETE THAT OTHER PIECES OF SOFTWARE CAN BE WRITTEN TO
INTERACT WITH THE PIECE SPECIFIED WITHOUT ADDITIONAL INFORMATION. THE
SECONDARY GOAL IS TO INCLUDE IN THE SPCCIFICAT!.)N NO MORE INFORMATION THAN
NECESSARY TO MEET THE FIRST GOAL. THE TEChiIQUE IS ILLUSTRATED BY MEANS OF
A VARIETY OF EXAMPLES FROM A TUTORIAL SYSTEM. (A)
7P, 6R.

306 PROGRAMMING METHODOLOGY
PAR'AS, D.L. ON THE DESIGN AND DEVELOPMENT OF PROGRAM FAMILIES. IEEE
TRANSACTIONS ON SOFTWARE ENGINEERING, 1976, SE-2, 1-8.

307 .eOFTWARE DEVELOPMENT
PARNAS, D., & DARRINGER, J. SODAS AND A METHODOLOGY FOR SYSTEM DESIGN. AFIPS
CONFERENCE PROCEEDINGS, 1967, 31.

3C8 GENERAL DISCUSSION OF HUMAN FACTORS IN COMPUTER SYSTEMS
PARSONS, Ih.M. THE SCOPE OF HUMAN FACTORS IN COMPUTER-BASED DATA PROCESSING
SYSTEMS. HUMAN FACTORS, 1970, 12, 165-175.
DESCRIPTION:

.lORK IN HUMAN FACTORS ENCOMPASSES RESEARCH AND APPLICATION IN HUMAN
"ENGINEERING, PROCEDURE DEVELOPMENT, TRAINING TECHNIQUES, PERSONNEL
REQUIREMENTS, TEST AND EVALUATION, TASK DESCRIPTION, AND TASK ALLOCATION.
OPPORTUNITIES AND NEEDS EXIST IN COMPUTER-BASED DATA PROCESSING SYSTEMS FOR
ALL THESE ENDEAVORS, ESPECIALLY WITH REGARD TO ON-LINE USERS. WITHIN HUMAN
ENGINEERING, ONLY MANUAL ENIRY HAS SO FAR RECEIVED MUCH RESEARCH ATTENTION.
14ORK IS ALSO NEEDED ON DISPLAYS, INTEGRATED ENTRY-DISPLAY, WORKSPACE AND
OTHER EQUIPMENT ASPECTS, ON-LINE LANGUAGES, AND PROGRAM PRODUCTION. OF
GREATEST CONCERN TO HUMAN ENGINEERING IS THE COPPUTER OUTPUT, DESIGNED BY
PROGRAMr-'RS, DATHER THAN THE HAPDWARE. HUMAN FACTORS PEOPLE WILL HAVE TO
4ASTER A NEw FIELD AND P20%U!!E GUIDANCE TO A NEW DISCIPLINE WHICH HAS NOT YET
UNDERSTOOD HUMAN FACTORS REQUIREMENTS. (A)
11P, 7R.
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319 DESIGN REVIEWS
PERRIENS, M.P. AN APPLICATION OF FORwA. INSPECTIONS TO TOP-DOWN STRUCTURED
PROGRAM DEVELOPPENT (TECHNICAL REPORT k..v,-TR-77-212). GAITHERSBURG,
MARYLAND: IBM FEDERAL SYSTEMS DIVISION, JjNE 1977. (NTIS NO. AD AC41645)
DESCRIPTION:

THIS REPORI CONTAINS THE FULL STUDY FINDINGS FOR SOW TASK 4.3. THE RESULTS
OF THE STUDY WERE T HAT rOP-DOWN STRUCTURED PROGRAMMING AND FORMAL
INSPECTIOwS ARE COMPATIBLE AND CAN BE USED IN COMBINAT1)N DURING SOFTWARE
DEVELOPMENT. PRIOR TO RECOMMENDING FULL-SCALE USE, RADL SHOULD IMPLEMENT
THE RECOMMENDE6 INSPECTION METIoODOLOGY CN A VARIETY OF SELECTED SOFTWARE
PROJECTS USING TOP-.OWN STRUCTURED PROGRAMMING. (A)

313 COMPUTER PROGRAMMER SELECTION
PERRY, D.K., & CANNON, W.M. A VOCATIONAL INTEREST SCALE FOR COMPUTER
PROGRAMMERS: FINAL REPORT. IN PROCEEDINGS OF THE 4TH ANNUAL COMPUTER PERSONNEL
FESEARCH CONFERENCE, ASSOCIATION FOR COMFVTING MACHINERY, 1966. 61-82.

311 VOCATIONAL INTERESTS OF PROGRAMMERS
PERRY, D.K., & CANNON, W.M. VOCATIONAL INTERESTS OF COMPUTER PROGRAMMERS.
JOURNAL OF APPLIED PSYCHOLOGY, 1957, 51, 28-34.
DESCRIPTION:

THE REVISED SVIB WAS ADMINISTERED TO 1,378 COMPUTER PROGRAMMERS. PRIMARY
ANALYSES WERE LIMITED TO 1,003 MALES WITH AT LEAST 2 YR. OF PROGRAMMING
EXPERIENCE, WHOSE JOBS WERE PRIMARILY NONSUPERVISORY, AND WHO INDICATED
SATISFACTION WITH PROGRAMMING. PROGRAMMERS DIFFER FROM OTHER PROFESSIONAL
MEN PRIMARILY IN THEIR GREATER INTEREST IN PROBLEM SOLVING, MATHEMATICS, AND
MECHANICAL PURSUITS, AND THEIR LESSER INTEREST IN PEOPLE.. THEIR INTERESTS
ARE MOST STIIILAR TO OPTOMETRISTS, CHEMISTS, ENGINEERS, PRODUCTION MANAGERS,
MATHEMATICS-SCIENCE TEACHERS, AND SENIOR CPAS; BUT NONE OF THESE EXISTING
KEYS ADEQUATELY REPRESENTS THE INJTERESTS OF PROGRAMMERS. A PROGRAMMER KEY
"DEVELOPED ON HALF THE SAMPLE AND EVALUATED ON THE REMAINING HALF
DISCRIMINATES WELL BETWEEN PROGRAMMERS AND MEN IN GENERAL. SATISFIED
PROGRAMMERS SCORE SIGNIFICANTLY HIGHER CN THE KEY IHAN DISSATISFIED
PROGRAMMERS. (A)
?7P, 1CR.

312 SOFTWARE DESIGN
PETFRS, L.J., & TRIPP, L.L. IS SOFTWARE DESIGN wICKED? DATAPATION, MAY 1976p
22(5), PP. 127; 131; 136.
DESCRIPTION:

A COM.PARISON OF THE ATTRIBUTES AND PROBLEtS ASSOCIATED WITH SOFTWARE DESIGN
AND THE CHARACTEPISTICS OF "WICKED" PROBLEMS CLEARLY ILLUSTRATES THAT
SOFTWARE DESIGN !S A WICKED PROBLEM. TOP-DOWN DESIGN, AN APPROACH THAT
HAS RECEIVED CONSIDERABLE ATTENTION AND WIDESPREAD ACCEPTANCE, DOES NOT
APPEAR TO BE BASED ON ASSUMPTIONS THAT ARE COMPATIBLE WITH SUCH PROBLEMS.
ALTHOUGH TOP-DOWN DESIGN OFFrRS DISIlNCT ADVANTAGES OVER OTHER DESIGN
IETHODS, *4ORE ATTENTION MUST BE DIRECTED TOWARD DEVELCPING PETHODS
DIRECTED TOWARD WICKED PROBLFMS. CMFA)
3P, 3R.
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313 SOFTWARE DESIGN METHODOLOGIES
PETERS, 4.J., & TRIPP, L.L. COMPARING• OFTWARE DESIGN METHODOLOGIES.
DATA4ATION, NOVEMBER 1977, 23(11), 89-94.
DESCRIPTION:

SOFTWARE DESIGN HAS EVOLVED TO THE STAGE WHERE SEVERAL METHODOLOGIES HAVE
BEEN PROPOSED. THIS PAPER BRIEFLY REVIEWS STRUCTURED DESIGN, THE JACKSON
METHO3OLOGY, LOGICAL CONSTRUCTION OF PROGRAMS, META STEPWISE REFINEMENT, AWD
HIGHER ORDER SOFTWARE. IT IS CONCLUDED THAT NO SINGLE METHOD EXISTS THAT
WOULD BE USEFUL IN EVERY DESIGN PROBLEM, THAT EACH METHOD MAKES UNPROVABLE
ASSUMPTIONS, THAT METHODS ASSIST ONLY IN SOLVING ROUTINE ASPECTS OF A DESIG4
PROqLEM, AND THAT DESIGNERS MAY BE RELUCTANT TO USE THESE METHODS. (MEA)
6P, 13R.

314 NAT JRAL LANGUAGE PROGRAMMING
PETRICK, S.R. ON NATURAL LANGUAGE BASED COMPUTER SYSTEMS. IBM JOURNAL OF
RESEARCH AND DEVELaPMENT, 1976, 20, 314-325.
DESCRIPTION:

SOME OF THE ARGUMENTS THAT HAVE BEEN GIVEN BOTH FOR AND AGAINST THE USE OF
NATURAL LANGUAGES IN QUESTION-ANSWERING AND PROGRAMMING SYSTEMS ARE
DISCUSSED. SEVERAL NATURAL LANGUAGE BASED COMPUTER SYSTEMS ARE CONSIDERED
IN ASSESSING THE CURRENT LEVEL OF SYSTEM DEVELOPMENT. FINALLY, CERTAIN
PERVASIVE DIFFICULTIES THmT HAVE ARISEN IN DEVELOPING NATURAL LANGUAGE BASED
SYSTEMS ARE IDENTIFIED, AND THE APPROACH TAKEN TO OVERCOME THEM IN THE
REQUEST (RESTRICTED ENGLISH QUES11ON-ANSWERING) SYSTEM IS DESCRIBED. (A)

315 PERFORMANCE MODELS OF MAN-MACVINE SYSTEMS
PEW, R.W., BARON, S., FEENRER, C.E., & MILLER, D.C. CRITICAL REVIEW AND
ANALYSIS OF PERFORMANCE MODELS APPLICABLE TO MAN-MACHINE SYSTEMS EVALUATION
(REPORT NO. 3446).. CAMBRIDGE, rASSACHUSETTS: BOLT BERANEK AND NEWMAN, INC.,
MARCH 1977. (NTIS NO. AD A038597)
DESCRIPTION:

THIS REPORT FOCUSES ON THE REVIEW OF POTENTIALLY RELEVANT MODELS AND ON THE
IDENTIFICATION OF ISSUES IN MODEL DEVELOPMENT AND APPLICATION IHAT MAY HAVE

t IMPORTANT IMPACT ON MODELS FOR LARGE SCALE MAN-MACHINE SYSTEMS. A DETAILED
AND CRITICAL EVALUATION OF SEVERAL CLASSES OF HUMAN PERFORMANCE MODELS IS
PRESENTED. INTERRELATIONSHIPS AMONG EXISTING MODELS ARE EXAMINED AND AN
EVALUATION IS MADE OF THE NEEDS AND GAPS IN THE TECHNOLOGY. MODELING
ISSUES ARE IDENTIFIED AND RESEARCH RECOMMENDATIONS SUGGESTED. APPROXIMATELY
FORT' MODELS OR MODEL TECHNIQUES THAT HAVE SOME APPLICABILITY TO THI
SIMULATION MODELING PROGRAM ARE DESCRIBED IN THE APPENDIX. (A)
305P, 191R.

316 NATURAL LANGUAGE PROGRAMMING
PLATH, W.J. REQUEST: A NATURAL LANGUAGE QUESTION-ANSWERING SYSTEM. IBM
JOURNAL OF RESEARCH AND DEVELOPMENT, 1976, 2C, 326-335.
DESCRIPTION:

REQUEST IS AN EXPERIMENTAL RESTRICTED ENGLISH QUESTION-ANS6ERING SYSTEM THAT
CAN ANALYZE AND ANSWER A VARIETY OF ENGLISH OUESTIONS, SPAhNING A
SIGNIFICANT RANGE OF SYNTACTICAL COMPLEXITY, WITH RESPECT TO A SMALL FORTUNE
5OU TYPE DATA BASE. THE LONG-RANGE CBJECTIVE OF THIS WORK IS TO EXPLORE THE
POSSIBILITY OF PROVIDING NONPROGRAMMERS WITH A CONVENIENT AND POWERFUL MEANS
OF ACCESSING INFORMATION IN FORPATTED DATA BASES WITHOUT HAVING TU LEARN A
FORMAL QUERY LANGUAGE. TO ADDOESS FHE SOMEWHAT CONFLICTING REQUIREMENTS OF
UNDERSTANDABILITY FOR THE MACHINE AND MAXIMUM NATURALNESS FOP THE USER,
REQUEST USES A LANGUAGE PROCESSING APPROACH FEATURING: 1) THE USE OF
RESTRICTED ENGLISH; 2) A TWO-PHASE, COMPILER-LIKE OR;ANIZATION; AND
3) LINGUISTIC ANALYSIS BASED ON A TRANSFORMATIONAL GRAMMAR. THE PRESENT
PAPER EXPLORES THE MOTIVATION FOR THIS APPROACH IN SOME DETAIL AND ALSO
DESCRIBES ThE ORGANIZATION, OPERATION, AND CURRENT STATUS OF THE SYSTEM.
(A)
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1 317 SOFTWARE DESIGN
PLUM, T. A CASE STUDY COMPARISON OF TWO APPROACHES TO STRUCTURED DESIGN --

DATA-FLOW-MODULARITY VS. DATA-STRUCTURE-HIERARCHY. YOURDON REPURT, SEPTEMBER
1976, 1(7), 8-12.
DESCRIPTION:

AN EXPERIMENT WAS CONDUCTED TO COMPARE TWO POPULAR APPROACHES TO COMPUTER
SYSTEM DESIGN -- DATA-FLOW-MODULARITY AND DATA-STRUCTURE-HIERARCHY. BOTH

APPROACHES ARE PRODUCTIVE DESICN TECHNIQUES, BUT EACH OFFERS UNIQUE
ADVANTAGES. THE SYNTHESIS OF THESE TWO APPROACHES IS AN INTERESTING
PROBLEM THAT COULD PRODUCE VERY PROMISING RESULTS. (MEA)
5P, 6R.

318 SOFTWARE DEVELOPMENT
POKORNEY, J.L., & MITCHELL, W.E. A SYSTEMS APPROACH TO COMPUTER PROGRAMS
(TECHNICAL REPORT NO. 57-205). BEDFORD, MASSACHUSETTS: ELECTRONIC SYSTEM:
DIVISION, TECHNICAL EQUIPMENTS AND STANDARDS OFFICE, L.G. HANSCOM FIELD,
FEBRUARY iv67.

319 PROGRAMMING LANGUAGES
RALSTON, A.W., & WAGENEP, J.L. STRUCTURED FORTRAN: AN EVOLUTION OF STANDARD
FORTRAN. IEEE TRANSACTIONS ON SOFTWARE ENGINEERING, 1976, SF-2, 154-175.

320 PROGRAMMING
RAMAMOORTHY, C.V. IMPROVING THE EFFECTIVENESS OF COMMERCIAL PROGRAMMING
(INFOTECH REPORT #19). 1972.

321 SOFTWARE ENGINEERING
RAMtMOORTHY, C.V., & HO, S.-B.F. TESTING LARGE SOFTWARE WITH AUTOMATED
SOFTWARE EVALUATION SYSTEMS. IEEE 7RANSACTIONS ON SOFTWARE ENGINEERING, 1975,
SE-I, 46-58.
DESCRIPTION:

IN THE PAST FEW YEAR5. PESEARCH HAS BEEN ACTIVELY CARRIED OUT IN AN'ATTEMPT
TO IMPROVE THE QUALITY AND RELIABILITY Of LARGE-SCALE SOFTWARE SYSTEMS.
ALTHOUGH PROGRESS HAS BEEN MADE ON THE FORMAL PROOF OF PROGRAM CORRECTNESS,
PROVING LARGE-SCALE SOFTWARE SYSTEMS CORRECT BY FORMAL PROOF IS STILL MANY
YEARS AWAY. AUTOMATED SOFTWARE TOOLS HAVE BEEN FOUND TO BE VALUABLE IN
IMPROVING SOFTWARE RELIABILITY AND ATTACKING THE HIGH COST OF SOFTWARE
SYSTEMS. THIS PAPER ATTEMPTS TO DESCRIBE SOME MAIN FEATURES OF AUTOMATED
SOFTWARE TOOLS AND SOME SOFTWARE EVALUATION !YSTEMS THAT ARE CURRENTLY
AVAILABLE. (A)
13P, 31R.
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322 SOFTWARE EVALUATION
RAMAMOORTHY, C.V., MEEKER, R.E., JR., & -URNER, J. DESIGN AND CONSTRUCTION OF
AN AUTOMATED SOFTWARE EVALUATION SYSTEM. IESE SYMPOSIUM ON COMPbTER SOFTWARE
RELIABIL:TY, 1973, 28-37.
DESCRIPTION:I• THE PROSLEM OF EVALUATING AND VALIDATING LARGE PROGRAMS AND PROGRAMMING

SYSTEMS IS ONE THAT LENDS ITSELF TO SOME FORM OF AUTOMATIC ANALYSIS. THE
CONCEPT )F AN AUTOMATED EVALUATION SYSTEM IS DEVELOPED AND ILLUSTRATE:
WITH THE DETAILED DESCRIPTION OF A CURRENT WORKING SYSTEM. THIS SYSTEM IS
DESIGNED ýOR AUTOMATIC ANALYSIS OF LARGE PROGRAMS AND INCLUDES BOTH STATIC
AND DYNAMIC ANALYSIS. THE STATIC ANALYSIS CONSISTS OF A COMPLETE SCAN OF
THE SOURCE CODE STATEMENTS OF A PROGRAM WITH AUTOMATIC RECOGNITION OF
PREVIOUSLY DEFINED 'DANGEROUS CONDITIONS$ AND lHE CONSTRUCTION OF A DATA
RASE OF PROGRAM CHARACTERISTICS. A GRAPH MODEL OF PROGRAM SIRUCTURE IS
CONSTRUCTED AND ANALYZED FOR WELL-FORMATION AND THE EXISTENCE OF LOOPS.
DYNAMIC ANALYSIS CONSISTS OF THE AUTOMATIC INSERTION OF MONITORS FOR
PRESCRIBED VARIABLES. A MONITORING SUBROUTINE CHECKS NEW VARIABLE VALUES
V!TH PRESCRIBED VALUES AND ALLOWS OTHER STATISTICS GATHERING FUNCTIONS AT
RUN TIME. THE UTILITY OF THIS TYPE OF SYSTEM IN AN OVERALL EVALUATION
EFFORT IS CONSIDERED ALONG WITH POSSIBILITIES FOR EXTENSIONS. (A)
lOP, 3R.

323 PROGRAMMING LANGUAGES
RAMSEY, H.R. PLANS: HUMAN FACTORS IN THE DESIGN OF A COMPUTER PROGRAMMING
LANGUAGE. IN PROCEEDINGS OF THE HUMAN FACTORS SOCIETY 18TH ANNUAL MEETING.
SANTA MONICA, CALIFORNIA: HUMAN FACTORS SOCIETY, 174r' 1Q-41.
DESCRIPTION:

CONVENTIONAL COMPUTER PROGRAMMING LANGUAGES HAVE PROVEN INADEQUATE FCR USE IN
THE SOLUTION OF COMPLEX RESOURCE ALLOCATION AND SCHEDULING PROBLEMS. A NEW
PROGRAMMING LANGUAGE, PLANa, IS DESCRIBED. THE EMPHASIS IN THE DESIGN OF
PLANS XS NOT ON SPECIALIZED SCHEDULING COMMANDS, BUT ON PROVISION OF
APPROPRIATE BASIC DATA STRUCTURES FOR SCHEDULING PROPLEMS. A METHOD OF
LANGUAGE SPECIFICATION IS DESCRIBED WHICH PROVIDES RIGOROUS FUNCTIONAL
DEFINITION WHILE ALLOW21N AN EXTREMELY CLEAN ZNTERFACE BETWEEN THE LANGUAGE
FUNCTIONAL DESIGN PROCESS (IN WHICH HUMAN FACTORS PERSONNEL MIGHT PARTICIPATE
MOST ACTIVELY) AND THE IMPLEIENTATION PROCESS. (A)
3P, 4R.
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324 COMPARISON OF FLOWCHARTS AND PROGRAM DESIGN LANGUAGES
RAMSEY, H.R., ATWOOD, M.E., & VAN DOREN, J.R. A COMPARATIVE STUDY OFFLOWCHARTS AND PROGRAM DESIGN LANGUAGES FOR THE PErAILED PROCEDURAL
SPECIFICATION OF COMPUTER PROGRAMS (TECHNICAL REPORT TR-78-A22). ARLINGTON,VIRGINIA: U.S. ARMY RESEARCH INSTITUTE FOR THE BEHAVIORAL AND SOCIAL SCIENCES,
1978.
DESCRIPTION:

AN EXPERIMENT WAS PERFORMED TO ASSESS THE RELATIVE MERITS OF PROGRAM DESIGNLANGUAGES (PDLIS) AND FLOWCHARiS AS TECHNIQUES FOR THE DEVELOPMENT ANDDOCUMENTATION OF DETAILED DESIGANS FOR COMPUTER PROGRAMS.TWENTY STUDENTS IN A COMPUTER SCIENCE GRADUATE COURSE PARTICIPATED IN
THIS EXPERIMENT. WORKING INDIVIDUALLY, THE STUDENTS DESIGNED A TWO-PASSASSEMBLER FCR A SIMPLE MINICOMPUTER. HALF OF THE STUDENTS EXPRESSED
THEIR DESIGN FOR THE FIRST PASS OF THE ASSEMBLER Ill THE FORM OF A FLOWCHART,AND EXPRESSED THEIR DESIGN FGR THE SECOND PASS IN A PROGRAM DESIGN LANGUAGE.
THE OTHER HALF OF THE STUDENTS USED A PDL FOR PASS ONE, AllD A FLOWCNEARTFOR PASS TWO. F!.OWCHARTS AND PDLIS WERE COMPARED ON THE l;ASIS OF VARIOUSMEASURES OF OVERALL DESIGN QUALITY, DESIGN ERRORS, LEVEL OF DETAIL OF
DESIGNS, TIME EXPENDED IN DEVELOPING DESIGNS, AND SUBJECTIVE PREFERENCES.

HAVING COMPLETED THIS DESIGN TASK, THE SUBJEC7: THEN PERFORMED ANIMPLEMENTATION TASK. THEY WERE GIVEN FAIRLY DETAILED PROCEDURAL DESIGNS FORA PROGRAM WHICH SIMULATES THE FUNCTION OF A FAIRLY SOPHISTICATED
MINICOMPUTER. THEY WERE THEN REQUIRED TO DEVELOP A WORKING VERSION OF THEDROGRAM IN PL/1. ALTHOUGH THE DESIGNS WErE LOGICALLY EQUIVALENT, HALF THESTUDENtTS RECEIVED THEIR SIMULATOR DESIGN IN FLOWCHART FORM, AND HALF IN PtLFORM. FLOWCHARTS AND PDLI3 WERE COMPARED ON THE BASIS OF DESIGN
COAPRiH'NSION TEST PERFORMANCE, VARIOUS MEASURES OF OVERALL IMPLEMENTATION
QUALIT), IMPLEMENTATION ERRORS, AND SUBJECTIVE PREFERENCES.

IN THE CONTEXT IN WHICH THIS STUDY WAS PERFORMED, THE USE OF A PROGRAMDESIGN LANGUAGE (PDL) BY A SOFTWARE DESIGNER, FOR THE DEVELOPMENT ANDDESCRIPTION OiF A DETAILED PROGRAM DESIG.i, PRODUCED BETTER RESULTS THAN DID
THE USE OF FLOWCHARTS. SPECIFICALLY, THE DESIGNS APPEARED TO BE OFSIGNIFICANTLY BETTER QUALITY, INVOLVING MORE ALGORITHMIC OR PROCEDURALDETAIL, THAN THOSE PRODUCED USING FLOWCHARTS. IN ADDITION, FLOWCHART DESIGNSEXHIBITED CONSIDERABLY MORE ABBREVIATION AND OTHER SPACE-SAVING PRACTICES
THAN DID PDL DESIGNS, WITH A POSSIBLE ADVERSE EFFECT OP' -u-'R READABILITY.

WHEN EQUIVALENT, HIGHLY READABLE DESIGNS WERE PRESENTED TO SUBJECTS INBOTH PDL AND FLOWCHART FORM, NO PATTERN OF SHORT-TERM OR LCNG-TERMDIFFERENCES IN COMPREHENSIOM OF THE DESIGN WAS OBSERVED. NO SIGNIFICANTDIFFERENCES WERE DEIECTED IN THE QUALITY OR OTHER PROPERTIES OF PROGRAMSWRITTEN AS IMPLEMENTATIONS OF THE DESIGNS. SUBJECTIVE RATING, INDICATED A
MILD PREFERENCE FOR P01'S.

OVERALL, THE RESULTS SUGGEST THAT SOFTWARE DESIGN PERFORMANCE AND
DESIGNER-PROGRAMMER COMMUNICATION MIGHT BE SIGNIFICANTLY IMPROVED BY THEADOPTION OF INFORMAL PROGRAM DESIGN LANGUAGES, RATHER THAN FLOWCHARTS, AS ASTANDARD DOCUMENTATION MCTHOD FOR DETAILED COMPUTER PROGRAM DESIGP'S. (A)

325 INTERACTIVE PROGRAMMING
REASER, J., PRIESMAN, I., & GILL, J. A PRODUCTION ENVIRONMENT EVALUATION OFINTERACTIVE PROGRAMMING (TECHNICAL REPORT NO. USACSC-AT-74-C3). FQRT BELVOIR,
VIRGINIA: U.S. ARMY COMPUTER SYSTEMS COMMAND, DECEMBER 1974.
DESCRIPTION:

THIS REPORT DESCRIBES AN EVALUATION OF INTERACTIVE PRCCRAMMING VERSUS
BATCH PROGRAMMING W'ITHIN AN ACTUAL SOFTWARE PRODUCTIUN ENVIRONMENT AT THEU.S. ARMY COMPUTER SYSTEMS COMMAND. THE PURPOSE Of ThE STUDY WAS TO
DETERMINE THE PRODUCTIVITY AND COST EFFECTIVENESS DIFFERENCES 8ETWEEN THE
TWO MOOES OF OPERATION. THE STUDY WAS CONDUCTED IN A PRODUCTION ENVIRONMENTWITH THE PROGRAMMERS COMPLETING THEIR NORMALLY REQUIRED WORKLOAD ANDPROVIDING DOCUMENTATION ON TASKS ROUTINELY ASSIGNED TO THEM. THE RESULTS"OF THIS STUDY INDICATE THAT ON A LINE-OF-CODE BASIS THE INTERACTIVE SYSTEMOFFERS AN INCREASE IN PRODUCTIVITY AND A DECREASE IN OVERALL COST, ASCOMPARED TO THE BATCH PROCESSING PROCEDURE. CONTINUED SUPPORT OF THE
INTerACTIVE SYSTEM IS RECOMMENDED. (A)
71P, 7R.
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326 SOFTWARE ENGINEERING
REIFER, D.J. AUTOMATED AIDS FOR RELIABLE SOFTWARE. IN PROCEEDINGS, 1975
INTERNATIONAL CONFERENCE ON RELIABLE SOFTWARE. SIGPLAN NOTICES, JUNE 1975,
10(6), 1310142.
DESCRIPTION:

RECENT INVESTrIATIONS ON THE USE OF AUTOMATION TO REALIZE THE TWIN
OBJECTIVES OF COST REDUCTION AND RELIABILITY IMPROVEMENT FOR COMPUTER
PROGRAMS DEVELOPED FOR THE U.S. AIR FORCE ARE REPORTED. THE CONCEPTS OF
RELIABILITY AND AUTOMATION AS THEY PERTAIN TO SOFTWARE ARE EXPLAINED. THEN,
OVER TWENTY AUTOMATED TOOLS AND TECHNIQUES (AIDS) IDENTIFIED BY THIS
INVESiIGATION ARE DESCRIBED AND CATEGORIZED. BASED ON THE INFORMATION
REVIEWED, AN ASSESSAENT OF THE STATE OF THE TECHNOLOGY IS PADE. FINALLY,
SPECIFIC RECOMMENDATIONS WHICH TRY TO GIVE DIRECTION TO cUTURE EFFORTS ARE
OFFERED. (A)
12P, 46R.

327 PROGRAMMER SELECTION
REINSTEDT, R.N., HAMMIDI, B.C., PERES, S.H., & RICARD, E.L. COPPUILR PERSONNEL
RESEARCH GROUP PROGRAMMER PERFORMANCE PREDICTION STUDY (REPORT NO. RM-"4033-PR).
SANTA MONICA, CALIFCRNIA: THE RAND CORP., MARCH 1964 (ALSO REPORTED MU0R BRIEFLY
IN REINSTEDT, R.N. RESULTS OF A PROGRAMMER PERFORMANCE PREDICTION STUDY. IEEE
TRANSACTIONS ON ENGINEERING MANAGEMENT, DECEMBER 1967, EM-'14, 183-187).
DESCRIPTION:

THIS MEMORANDUM REPORTS THE RESULTS OF A RESEARCH STUDY UNDERTAKEN TO
GAIN SOME INSIGHT INTO THE RELATIONSHIP BETWEEN, ON THE ONE HAND, RATED
JOB PERFORMANCE AND, ON THE OTHER, COGNITIVE ARILITIES, VOCATIONAL
INTERESTS, AND BIOGRAPHICAL INFORMATION OF COMPUTER PROG'1AMMFRS.

A TEST BATTERY COMPOSED OF THE IBM PROGRAMMEIR APTITUDE TEST, T 'HE
TEST OF SEQUENTIAL INSTRUCTIONS (A RESEARCH INStRUMENT SPECIALLY
CONSTRUCTED FOR THIS STUDY), THE STRONG VOCATIONAL INTEREST BL;.FV, AND A
PERSONAL BACKGROUND DATA FORM WAS ADMINISTERED TO 534 PROGRAMMERSK1 REPRESENTING 24 PARTICIPATING COMPANIES. THE SAMPLE WAS DIVIDED INTO TWO
SUB-SAMPLES: 301 PROGRAMMERS WERE CLASSIFIED AS SCIENTIFIC PROGRAMMERS
AND 233 WERE CLASSIFIED AS BUSINESS PROGRAMMERS.

THE ANALYSES OF THE DATA INDICATE THAT THE IBM PROGRAMMER APTITUDE
TEST AND THE TEST OF SEQUENTIAL INSTRUCTIONS GENERALLY CORRELATE HIGHER
TO THE PERFORMANCE RATING CRITERION ANONG THE COMPANIES IN THE SCIENTIFIC
SAMPLE THAN IN THE BUSINESS SAMPLE. WHEN THE DATA ARE ANALYZED AGAINST
INDIVIDUAL COMPANY PERFORMANCE RATINGS, THERE IS A WIDE RANGE OF
CORRELATION (-.67 TO .90).

THE ANALYSES OF THE STRONG VOCATIONAL INTEREST BLANK INDICATE THAT
THIS INSTRUMENT HAS PREDICTIVE VALUE IN TERMS OF JOB PERFORPANCE IN BOTH
SU9-SAMPLES; FURTHER, THE EMERGING INTEREST PATTERNS TEND TO BE THOSE

OF THE SCIENTIFIC, PROFESSIOINALLY-ORIENTFD, FSTHETIC PERSO'I. BOTH
SAMPLES S1OWED AN EXTREMELY HIGH INTEREST XN MATHEMATYCAL SUBJECTS.
4IGHEST CORRELATIONS RtbuLTED FROM THE BUSINESS PROGRAMMERS WHO HAD
HIGHLY SCIENTIFIC INTEREST PATTERNS.

SCIENTIFIC PROGRAMMERS HAD A GENERALLY HIGHFR EDUCATIONAL LEVEL
THAN THE BUSINESS PROGRAMMERS (MORE COLLEGE GRADUATES AND MORE ADVANCED
DEGREES).

PROGRAMMERS FROM BOTH THE SCIENTIFIC AND THf BUSINESS SAMPLES WERE,
ON THE AVERAGE, A COMPARATIVELY YOUNG GROUP, WITH (AS COMPARED WITH OTHER
PROFESSIONS) FEW YEARS OF EXPERIENCE.

FOLLOW-UP STUDIES ARE INDICATED, ESPECiaLLY IN Ti:E AREAS OF INTEREST
AND PERSONALITY TESTING. (A)
64P, 4R.
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328 QUERY LANGUAGES
REISNER, P. USE OF PSYCHOLOGICAL EXPERIMENTATION AS AN AID 10 DEVELOPMENT OF A
QUERY LANGUAGE. IEEE TRANSACTIONS ON SOFTWARE ENGINEERING, MAY 1977, SE-3,
218-229.
DESCRIPTIOH:

THIS PAPER DESCRIBES A SERIES OF PSYCHOLOGICAL EXPERIMENTS USED TO TEST A
NEW DATA BASE QUERY LANGUAGE. THE INTENT IS TO MAKE PSYCHOLOGICAL TESTING
OF A LANGUAGE PART OF THE DESIGN AND DEVELOPMENT PROCESS. BY TESING A
LANGUAGE WHILE IT IS STILL UNDER DEVELOPMENT, FEATURES THAT REQUIRE CHANGING
CAN BE IDENTIFIED AND THE CHANGES MADE.

THE EXPERIMENTS, WHICH USED COLLEGE STUDENTS AS SUBJECTS, INVESTIGATED:
(1) OVERALL "LEARNABILITY" OF THE LANGUAGE, (2) "LEARNABILITY" OF INDIVIDUAL
FEATURES OF THE LANGUAGE, AND (3) THE TYPES AND FREQUENCIES OF ERRORS MADE.
RECOMMENDED CHANGES TO THE PARTICULAR LANGUAGE AND THE BASIS FOR THOSE
RECOMMENDATIONS ARE DESCRIBED.

IN ADDITION, ERRORS MKDE BY EXPERIMENTAL SUBJECTS DURING THE TESTING
ARE THEN ANALYZED FROM THE POINT OF VIEW OF POSSIBLE CAUSES. BASED ON THIS
ANALYSIS, A PRELIMINARY MODEL OF QUERY WRITING AND TWO POSSIBLE INDZ-ES OF
QUERY COMPLEXITY ARE SUGGESTED. (A)
12P, U2R.

379 QI'iRY LANGUAGES
REIr:fER, P., BOYCE, R.F., 9 CHAIBERLIN, D.D. HUMAN FACTORS EVALUATION OF TWO
DATA BASE QUERY LANGUAGES: SQUARE AND SEQUEL. AFIPS CONFERENCE PROCEEDINGS,
197S, 44, 447-412.
DESCRIPTION:

A SERIES OF EXPERIMENTS WAS CONDUCTED TO EVALUATE THE LEARNABILTY OF TWO
DATA BASE QUERY LANGUAGES, SQUARE AND SEQUEL, USING UNIVERSITY STUDENTS AS
SUBJECTS. SUeJECTS WITH OR WITHOUT FROGRAMMING EXPERIENCE WERE ABLE TO USE
EIT'IER PROGRjwAIN6 LANGUAGE WITH REASONABLE PROFICIENCY AFTER 12 OR 14
ACAOEMIC HOU.L OF INSTRUCYION. PROGRAMMERS LEARNED BOTH LANGUAGES MORE
QUICKLY AND MORE COMPLETELY THAN DID NON-PROGRAMMERS, AND THE NON-PROGRAMMFRS
SHOWED GREATEr% PROFICIENCY' WITH SEQUEL THAN WITH SQUARE. BOTH PROG;RAHERS
AND '"O-PROGRAMMER$ WERE ABLE TO COMBINF RASTC ' .A•UAGE FEATURES IN WAYS
NOT _v e•LCITL TAUGHT.

THE BASIC LANGUAGE FEATURE, A SIMPLE MAPPING, WAS LEARIIED IN EACH
LANGUAGE V1TH NEAR-PERFECT ACCURACY BY PROGRAMMERS AFTER TWO HOURS AND BY
NGN-PROGPAMMERS AFTER FOUR HOURS. HOWEVER, CONSIDERABLE DIFFICULTY WAS
7XPERIZNCED IN LEARNING AND RETAIR(NG HORE COMPLEX FEATURES, ESPECIALLY BY
SON-PROGRANMERS. A STUDY OF ERRORS MADE BY SUBOECTS SUGGESTS THAT A REAL
DATA BASE SYSTEM SHOULD BE PREPARED TO CORRECT MLNOK SYNTACTIC ERRORS AND TO
SEARCH FOR POORLY-SPECIFIED DATA VALUES PY SOME TECHNIQUE SUCH AS
STEM-14ATCHING OR A SYNONYM DICTIONARY. (A, ABBR.)
6P, 3R.

330 PRORAMIING LANGUAGES
RICHARD, F., & LEVGARD, 1.F. A REI14DER FOP LANGUAGE DESIGNERS. SIGPLAN
RQTICES, DECEMBER 1977, 120(12), 73-A2 (ALSO COINS TECHNICAL REPORT NO. 76-3,
ANHERST, MASSACilUSETTS: UNIVERSITY OF MASSACHUSETTS, DEPARTMENT OF COMPUTER
SCIENCE AND INFGRMATION, MARCH 1976).
DESCAIPTI.^;iý

MOS PROGRAMMING LANGUAGES DO NOT SUIT THE PRODUCTION OF LARGE SOFTWARE
SYSTErS, TO IMPLEKENT REAL PROBLEMS, NO CURRENT PROGRAMMIKG LqNGUAGE
OFFERr' CLEAR SOLUTIONS. TOO OFTEN, THE STRUCTURE OF THE PRLBLEP MUST BE
TW!STEv TO THE STRUCTURF OF THE LANGUAGE. TO DEVISE PROGRAMS THAT CAN CE
READ AND MODIFIED, PROGRAMMERS; AUST OBSERVE STRICT OBEDIENCE TO NUMEEOUS
ANO COMPLEX PROGRAMMING STANDARDS.

WE BELIEVE THERE IS A NEED %OR A NEW GENERAL PURPOSE, PROCEDURE-ORIENTED
PROGRAMMING LANGUAGE -- "UTOPIA 84". IN THIS PAPER, WE SUGGEST SEVERAL
LANGUAGE DESIGN PRINCIPLES FOR UTOPIA 84. (A, ABBR,)
10P, 19R.
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331 SOFTWARE METRICS
RICHARDS, P. INTERIM REPORT ON A SOFTWARE COMPLEXITY MEASURE (SOFTWARE ERRJR
CONTROL IR&D PROJECT NO. 76D6A51). NOVEMBER 1976.

332 COMPUTER PERSONNEL SELECTION
RIGNEY, J.W,, BERSER, R.M.. 9 GERSHON, A. COMPUTER PERSONNEL SELECTION AND
CRITERION DEVELOPMENT: I. THE RESEARCH PLANS (TECHNICAL REPORT 36). LOS
ANGELES, CALIFORNIA: UNIVERSITY OF SOUTHERN CALIFORNIA, FEBRUARY 1963.

333 COMPUTER PERSUNNEL SELECTION
RIGNEY,J.W., BERGER, R.M., GERSHON, A., & WILSON, R.C. COMPUTER PERSONNEL
SELECTION AND CRITERION DEVELOPMENT: II. DESCRIPTION AND CLASSIrICATION OF
COMPUTER PROGRAMMER AND ANALYST JOBS (TECHNICAL REPORT 37). LOS ANGELES,
CALIFORNIA: UNIVERSITY OF SOUT:IERN CALIFORNIA, DECEMBER 196ý.

334 COMPUTER PERSONNEL
RIGNEY, J.W., BERGER, R.M., WILSON, R.C., L TEPLITZKY, F. COMPUTER PERSONNEL
SELECTION AND CRITERION DEVELOPMENT: III -- THE BASIC PROGRAMMING KNOWLEDGE
TEST (TECHNICAL REPORT NO. 49). LOS ANGELES, CALIFORNIA: UNIVERSITY OF
SOUTHERN CALIFORNIA, ELECTRONICS PERSONNEL RESEARCH GROUP, JUNE 1966.
(NTIS NO. AD 636988)
DESCRIPTION:

THIS IS A REPORT ON THE CRITERION DEVELOPMENT PHASE OF A LONG-TERM RESEARCH
PROGRAM CONCERNED WITH COMPUTER PERSONNEL SELECTION AND EVALUATION.

TWO TYPES OF CRITERION MEASURES ARE INVOLVED IN THIS PHASE. BOTH ARE
PROFICIENCY TESTS, ONE DESIGNED TO TEST AN INDIVIDUALmS KNOWLEDGE OF THE
eASIC PRINCIPLES AND TECHNIQUES OF PROGRAMMING, AND THE SECOND, TO TEST AN
INDIVIDUAL'S PERFORMANCE IN DEPTH IN TIE SYSTEMS ANALYSIS AND SYSTEMS DESIGN
AREAS. THE DEVELOPMENT OF THE FIRST TYPE, THE BASIC PROGRAMMING KNOWLEDGE
TEST (BPKT), IS DESCRIBED IN THIS REPORT. THE SECOND TYPE OF MEASURE IS
NOW UNDER CONSTRUCTION AND WILL BE DESCRIBED IN A SUBSEQUENT REPORT.

THE BPKT IS INTENDED TO STAND BY ITSELF AS A CRITERION OF PROGRAMMING
PROFICIENCY. TO ACHIEVE A CLOSE CORRESPONDENCE OF TEST CCNTENT TO
PROGRAMMING JOB REQUIREMENTS, SUBJECT-MATTER EXPERTS PARTICIPATED IN THE
CONSTRUCTION AND REVIEW OF THE TEST QUES TIONS. TEST QUESTIONS WERE SELECTED
THAT NET THE CRITERIA OF DISCRIMINATIOn ANu 'PPROPRIATE DIFFICULTY, AS
INDICATED BY THE STATISTICAL ANALYSIS OF RESULTS OF A LARGE PRELIMINARY
TESTING. THE FINAL FORM OF THE TEST CONSISTS OF 100 MULTIPLE-CHOICE
QUESTIONS THAT ARE DESIGNED TO BE FREE OF REFERENCES TO SPECIFIC COMPUTERS
AND LANGUAGES NOW IN USE.

NORMATIVE SCORES HAVE BEEN DEVELOPED FOR NAVY COMPUTER GROUPS. THE
SRELATIONSHIPS OF THE BPKT TEST SCORES TO A NUMBER OF VOCATIONAL AND
EDUCATIONAL VARIABLES ARE DESCRIBED. RECOMMENDATIONS ARE FADE FOR THE USE
OF THE BPKT IN PERSONNEL SELECTION AND EVALUATION OF EXPENIENCED PROGRAMMERS
AND ANALYSTS, AND AS A CRITERIOM MEASURE AGAINST WHICH APTITUDE TESTS MAY
BE VALIDATED. (A)
42P. R..

335 PROGRAM READABILITY
ROBERTS, K.V. PROGRAM READABILITY. IN INFOTECH INFORMATION LTD., SOFTWARE
ENGINEERXNG. BERKSHIRE, ENGLAND: IRFOTECH INFORMATION LTD., 1972, 495-516.

336 SOFTWARE DESIGN
RO9INSON, L. A FORMAL DESIGN mEDIUP FOR SOFTWARE. COMPdTER MAGAZINE, JUNE
1975, 8(6), 66..
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337 PROGRAMMING LANGUAGESI R09INSON, S.K., L TGRSUN, I.S. AN EMPIRICAL ANALYSIS OF FORTRAN PROGRAMS.COMPUTER JOURNAL, 1976, 19, 56-62.
DESCRIPTION:

THIS PAPER DESCRIBES THE RESULTS OBTAINED FROM A STATIC ANALYSIS OF FORTRAN
PROGRAMS WRITTEN AND RUN IN A UNIVERSITY ENVIRONMENT. THE ANALYSIS 4AS
PERFORMED BY A SYNTAX ANALYSER DESIGNED SPECIFICALLY 10 ANALYSE SOURCE
PROGRAM STATEMENTS, COLLECT DETAILED INFORMATION AND PRODUCE A REPORTI CONCERNING THE TOTALS OF EACH FACTOR CONSIDERED.

THE AIM OF THE AUTHORS' RESEARCH IS TO PRODUCE AN OPTIMISING COMPILER
DESIGNED TO MEET THE FORTRAN PROGRAMMER AS HE IS, NOT AS HE IS EXPECTEP
TO BE. (A)
7P, 3R.

338 PROGRAMMING
ROBINSON, S.K., & TORSUN, I.S. THE AUTOMATIC MEASUREMENT OF THE RELATIVE
MERITS OF STUDENT PROGRAMS. SIGPLAN NOTICES, APRIL 1977, 12(4), 80-93.

339 COMPUTER PERSONNEL
ROEMMICH, H. TESTING PROGRAMMER EFFICIENCY. JOURNAL OF DATA MANAGEMENT,
DECEMBER 1963, 1, 24-26.

( DESCRIPTION:
ON NINE TESTS THAI EMPLOYERS THOUGHT WOULD MEASURE FACTORS RELEVANT TO
COMPUTER PROGRAMMER PROFICIENCY, FOUR HAVE BEEN FOUND SIGNIFICANT BY
DIFFERENTIATING COMPUTER PROGRAMMERS FROM OTHER "TYPES" OF PERSONS BY
MEASURING A FACTOR THAT MIGHT BE CALLED "NUMERICAL INTELLIGENCE." THE
TEST SCORES DO NOT TEND TO CORRELATE WITH SUPERVISOR RATINGS OF
PROGRAMMER PROFICIENCY, HOWEVER. (A)k+ 3P, 2R.

340 STRUCTURED PROGRAMMING
ROMANOS, J.P. AN IMPLEMENTATION OF STRUCTURED CODE TECHNIQUES ON A REAL-TIME
SYSTEM. COMPUTER MAGAZINE, JUNE 1975, 8(6), 48-49.
DESCRIPTION:

THIS PAPER DESCRIBES EXPERIENCES USING STRUCTURED PROGRAMMING AND A MODIFIED
TEAM CONCEPT. RESPONSIBILITIES WITHIN A TEAM WERE ROTATED SO THAT NO TEAM
4EMBER CODED A MODULE HE HAD DESIGNED OR TESTED A MODULE THA.T HE HAD
DESIGNED OR CODED. ALTHOUGH CORE USAGE AND EXECUTION TIMES INCREASED
SLIGHTLY, CODE WAS FOUND TO BE MORE READABLE AND UNDERSTANDABLE AND THE
DEBUGGING PHASES OF A PROJECT WERE SIGNIFICANTLY AIDED. (PEA)
2P, 2R.

341 PROGRAMMING LANGUAGES
ROSEN, S. (ED) PROGRAMMING SYS1EMS AND LANGUAGES. NEW YOPK: MCGRAW-HILL, 1967.
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342 AUTOMATIC PROGRASMING
ROSENSCHEIN, S.J., & KATZ, S.A. SELECTION OF REPRESENTATIONS FOR DATA
"STRUCTURES. IN PROCEEDINGS OF THE ACM SYMPOSIUM ON ARTIFICIAL INTELLIGENCE
AND PROGRAMMINe LANGUAGES, SIGPLAN NOTICES, AUGUST 1977, 12(8), 147-154 (ALSO
SIGART NEWSLETTER, AUGUST 1977, NO. 64, 147-154).
DESCRIPTION:

THE PROCESS OF SELECTING REPRESFNTATIONS FOR DATA STRUCTURES IS CONSIDERED.
THE MODEL OF THE SELECTION PROCESS WE SUGGEST IS CENTERED AROUND A BASE
OF KNOWN ABSTRACT DATA STRUCTURES AND THEIR REPRESENTATIONS. THE ABSTRACT
DATA STRUCTURE FOR WHICH A REPRESENTATION IS REQUIRED WOULD NOT NECESSARILY
BE IN THE BASE, BUT SHOULD BE A COMBINATION OF BASE DATA STRUCTURES.

AFTER DESCRIBING THIS MODEL OF SELECTION AND ITS MOTIVATION, TWO ASPECTS
OF THE PROCESS ARE EXAMINED IN MORE DETAIL: A) THE INTERACTION WITH THE USER
IS TREATED BY DEFINING A LANGUAGE FOR THE NATURAl. DESCRIPTION OF DATA
STRUCTURE REQUIREMENTS, AND B) TWO MAIN TYPES OF COMBINATIONS --
HIERARCHICAL AND CROSS-PRODUCT -- ARE ANALYZED, CLARIFYING THE RELATION
BETWEEN REPRESENTATIONS FOR COMPONENT DATA STRUCTURES AND A REPRESaENTATION
FOR THE COMBINATION. (A)
8P, 5R.

343 SOFTWARE ENGINEERING
"ROSS, D.T., GOODENOUGH, J.B., & IRVINE, C.A. SOFTWARE ENGINEERING: PROCESS,
PRINCIPLES, AND GOALS. COMPUTER MAGAZINE, MAY 1975, 8(5), 17-27.
DESCRIPTION:

THIS PAPER ATTEMPTS TO DEFINE THE PRINCIPLES AND GOALS THAT AFFECT THE
PRACTICE OF SOFTWARE ENGINEERING. ITS INTENT IS TO ORGANIZE THESE ASPECTS
OF SOFTWARE ENGINEERING INTO A FRAMEWORK THAT R\TIONALIZES AND ENCOURAGES
THEIR PROPER USE, WHILE PLACING IN PERSPECTIVE THE DIVERSITY OF TECHNIQUES,
METHODS, AND TOOLS THAT PRESENTLY COMPRISE THE SUBJECI OF SOFTWARES~ENGINEERING. (0)• I R~ce11P, 20R.

344 SOFTWARE ENGINEERING
ROYCE, W.W. SOFTWARE REQUIREMENTS ANALVAS: SIZING AND COSTING. IN E.
HOROWITZ (ED.), PRACTICAL STRATEGIES FOR DEVELOPING LARGE SOFTWARE SYSTEMS,
READING, MASSACHUSETTS: ADDISON-WESLEY, 1975, 57-71.
DESCRIPTION:

THE SUCCESS OR FAILURE OF A LARGE SOFTWARE PROJECT IS OFTEN DUE TO THE
CONSISTENCY AND COMPLETENESS IN SPECIFYING SOFTWARE REQUIREMENTS AND THE
ACCURACY WITH WHICH THESE REQUXREMENTS CAN BE TRANSLATED INTO COST AND
SCHEDULE ESTIMATES AND dARDWARE REQUIREMENTS. THIS PAPER DISCUSSES FOUR
TECHNIQUES FOR IMPROVING REQUIREMENTS ANALYSIS.

1. THERE SHOULD BE AUTOMATED TOOLS FOR ANALYZING THE COMPLETENESS,
CONSISTENCY, ALLOCATION, AND TRACEABILITY OF THE REQUIREMENTS.

2. IMPROVED METHODS FOR DESIGNLESS COSTING TO QUANTIFY REQUIREMENTS
SELECTION ARE REQUIRED.

.'. PREVIOUSLY DEVELOPED SIMULATIONS, THAT CAN BE USED ON THE
CURRENT PROBLEM WITHOUT ADDITIONAL CODING, SHOULD BE DEVELOPED.

4. EFFECTIVE SIMULATION-ORIENTED LANGUAGES TO AID IN SIMULATION
BUILDING SHOULD BE IMPROVED TO BROADEN THEIR APPLICATIONS. (MEA)
1SP, 11R.
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345 PROGRAMMING LANGUAGES
RUBEY, R.J., ET AL. COMPARATIVE EVALUATION OF PL/I (USAF REPORT NO. ESD-TR-68-
150). SAN PEDRO, CALIFORNIA: LOGICON, INC., 1968. (NTIS NO. AD 669096)
DESCRIPTION:

SEVEN BENCHMARK PROBLEMS WERE EACH IMPLEMENTED TWICE BY THE SAME PROGRAMMER,
ONCE IN PLII AhD ONCE IN ANOTHER HIGHER LEVEL LANGUAGE (COBOL, FORTRAN, OR
JOVIAl.) APPROPRIATE TO THE APPLICATION AREA REPRESENTED BY THE PROBLEM.
OVERALL, IT WAS FOUND THAT PL/1 HAD ADVANTAGES OVER BOTH FORTRAN AND JOVIAL
AND WAS ACOUT EQUAL TO COBOL FOR THE RESP?:CTIVE APPLICATION AREAS. THE
QUANTITATIVE DATA OBTAINED FROM THE IMPLEIENTATIONS GENERALLY INDICATED
THAT THE PL/l VERSIONS HAD FEWER STATEMEN S IN THE SOURCE PROGRAMS AND WERE
CODED MORE RAPIDLY THAN THEIR COMPARISON-Lk"GUAGE COUNTERPARTS, BUT TOOK
LONGER TO DEBUG AND HAD A HIGHER FREQUENCY OT ERRORS. THE QUALITATIVEo
SUBJECTIVE OPINIONS OF THE PROBLEM PROGRAMMERS AND PROJECT ANALYSTS
INDICATED THAT PL/1 WAS GENERALLY SUPERIOR TO THE COMPARISON LANGUAGES WITH
REGARD TO SUITABILITY FOR A WIDE RANGE OF PROBLEMS, NATURALNESS, GENERALITY,
AND EASE OF USE. INEFFICIENCIES OBSERVED IN THE LANGUAGE COMPILERS AND
ASSOCIATED OPERATING SYSTEMS UTILIZED FOR THE BENCHMARK FPBLý'MS lRDICATED
THAT IMPROVEMENTS ARE REQUIRED IN THESE AREAS IF 1HE BENEFITS OBTAINABLE
FROM THE USE OF HIGHER LEVEL LANGUAGES ARE TO BE FULLY REALIZED. (A)
28:P, OR.

346 PROGRAMMING, ERRORS
RUBEY, R.J., DANA, J.A., & BICHE, P.W. QUANTITATIVE ASPECTS OF SOFTWARE
VALIDATION, IEEE TRANSACTIONS ON SOFTWARE ENGINEFRING, 1975, SE-i, 150-155
(A SIMILAR PAPER IS RUBEY, k.J. QUANTITATIVE ASPECTS OF SOFTWARE VALIDATION.
PROCEEDINGS, INTERNATIOINAL CONFERENCE ON RELIABLE SOFTWARE, 21-23 APq!L 1975,
LOS ANGELES, CALIFORNIA. SIGPLAN NOTICES, JUNE 1975, 10(6), 246-251).
DESCRIPTIONz

THIS PAPER DISCUSSES THE NEED FOR QUANTITATIVE DESCRIPTIONS OF SOFTWARE
ERRORS AND METHODS FOR GATHERING SUCH DATA. THE SOFTWARE DEVELOPMENT CYCLE

a IS REVIEWED,,AND THE FREQUENCY OF THE ERRORS THAT ARE DETECTED DURING
SOFTWARE DEVE-COPMENT AND INDEPENDENT VALIDATION ARE COMPARED. DATA OBTAINED
FROM VAL;DATION EFFORTS ARE PRESENTEI, INDICATING THE NUMBER OF ERRORS IN
TEN CATEGORIES AND THREE SEVERITY LEVELS; THE INFERENCES THAT CAN BE DRAWN
FROM THESE DATA ARE DISCUSSED. DATA DESCRIBING THE EVFECTIVEUESS OF
VALIDATI3N TOOLS AND TECHNIQUES AS A FUNCTION OF TIME ARE PRESENTED AND
DISCUSSED. THE SOFTWARE VALIDATION COST IS CONTRASTED WITH THE SOFTWARE
DEVELOPMENT COST. THE APPLICATIONS OF BE(TER QUmNTITATIVE SOFYWARE ERROR
DATA ARE SUMMARIZED. (A;
6P, OR.

347 PROGRAMMING LANGUAGES
RULIFSON. J.F., WALDINGER, R.J.,, Q DERKSEN. J.A. A LANGUAGE FOR WRITING
PROBLEN-SOLVING PROGRAMS. IN PTlOCEEDINCS IFIP CONGRE.ýS 1971 (PRESENTED AT
LJUBLJANA, YUGOSLAVIA), AUGUST 1971.

348 ARTIFICIAL INTELLIGENCE
RUTH, G.R. INTELLIGENT PROGRAM ANALYSIS. ARTIFICIAL INTELLIGENCE, 1976, 7,
65-55.
DESCRIPTION:

IN ORDER TO EXAMINE THE POSSIBILITIES OF USING A COMPUTER AS AN AID TO
TEACHING PROGRAMMING, A PROTOTYPE INTELLIGENT PROGRAM ANALYZER HAS BEEN
CONSTRUCTEU. ITS DESIGN ASSUMES THAT A SYSTEM CANNOT ANALYZE A PROGRAM
UNLESS IT CAN "UNDERSTAND" IT; UNDERSTANDING BEING BASED ON A KNOWLEDGE
OF WHAT IUST BE ACCOMPLISHED AND HOW CODE IS USED 10 EXPRESS THE INTENTIONS.

IT WAS FOUND THAT A ONE-PAGE DESCRIPTION OF TWO COMMON SORTING ALGORITHMS
OR OF SOME COMMON APPROXIMATION PROBLEMS WAS SUFFICIENT FOR THE COMPUTER TO
UNDERSTAND AND ANALYZE A WIDE VARIETY OF PROGRAMS AND IDENTIFY AND DESCRIBE
ALMOST ALL ERRORS. (A)
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349 PROGRAMMING LANGUAGES
RYCHENER, M.D. CONTROL REQUIREMENTS FOR THE DESIGN OF PRODUCTION SYSTEM
ARCHITECTURES. IN PROCEEDINGS OF THE ACM SYMPOSIUM ON ARTIFICIAL INTELLIGENCE
AND PROGRAMMING LANGUAGES, SIPLAN NOTICES, AUGUST 1977, 12(8), 37-44 (ALSO.
SIGART NEWSLETTER, AUGUST 1977, NO. 64, 37-44).
DESCRIPTION:

PROGRAMS IN THE ARTIF!CIAL INTELLIGENCE DOMAIN IMPOSE UNUSUAL REQUIREMENTS
ON CONTkOL STRUCTURES. PRODUCTION SYSTEMS ARE A CONTROL STRUCTURE WITH
PROMISING ATTRIBUTES FOR BUILDING GENERALLY INTELLIGENT SYSTEMS WITH LARGE
rNOWLEDGE BASES. THIS PAPER PRESENTS EXAMPLES TO ILLUSTRATE THE UNUSUAL
POSITION TAKEN BY PRODUCTION SYSTýMS ON A NUMBER OF CONTROL AND PATTERN-
MATCHING ISSUES. EXAMFLES ARE CHOSEN TO ILLUSTRATE CERTAIN POWERFUL
FEATURES AND TO PROVIDE CRITICAL TESTS WHICH MIGHT BE USED TO EVALUATE THE
EFFECTIVENESS OF NEW DESIGNS. (A)
8P, 12R.

350 COMMENTS
SACHS, J. SOME COMMENTS ON COMMENTS. ACM/SIGDOC SYSTEMS DOCUMENTATION
NEWSLETTER, 1976, 3(7), 7-14.
DESCRIPTION:

PROGRAMMERS PROBABLY SPEND MORE TIME WRITING AND READING COMMENTS THAN
ANY OTHER KIND OF DOCUMENTATON. THUS, IT IS STRANGE THAT LITTLE ATTENTION
HAS BEEN GIVEN TO THE PROBLEM OF MAKING COMMENTS AS USEFUL AS POSSIBLE. (A)
8P, 3R.

351 GENERAL DISCUSSION
SACKMAN, H. COMPUTERS, SYSTEM SCIENCE, AND EVOLVING SOCIETY. NEW YORK, NEW
YORK: WILEY, 1967.

352 TXME-SHARING VS BATCH
SACKMAN, H. EXPERIMENTAL INVESTIGATION OF USER PERFORMANCE IN TIME-SHARED
COMPUTING SYSTEMS: RETROSPECT, PROSPECT, AND THE PUDLIC INTEREST (TECHNICAL
REPORT NO. SP-2846). SANTA MONICA, CALIFORNIA: SYSTEM DEVELOPMENET CORPORATION,
1967.
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353 COMPARISONS OF TIME-SHAING WITH BATCH PROCESSING
SACKMAN, H. TIME-SHARING VERSUS BATCH PROCESSING: THE EXPERIMENTAL EVIDENCE.
AFIPS CONFERENCE PROCEEDINGS, 1968, 32, 1-10 (ALSO PUBLISHED WIYH ADDITIONAL

•SUMMARY SECTION AS TECHNICAL REPORT SP-29?5, SYSTEM DEVELOPMENT CORP., SANTA

MONICA, CALIFORNIA, OCTOBER 1967, NTIS NO. AD 661665).
DESCRIPTION:

THE CONTINUING CONTROVERSY OVER THE RELATIVE MERITS OF TZ1E-SHARING VERSUS
BATCH PROCESSING HAS TAKEN A NEW AND SIGNIFICANT TURN FROM PREDISCIPLINARY
SPECULATION TO APPLIED SCIENTIFIC EXPERIMENTATION. WITHIN THE LAST TWO
YEARS, FIVE EXPERIMENTAL STUDIES HAVE APPEARED IN THE LITERATURE, EACH
COMPARING SOME FORM OF ONLINE AND OFFLINE DATA PROCESSING WITH RESPECT TO
MAN-MACHINE MEASURES OF SYSTEM PERFORMANCE. THESE FIVE PIONEERING STUDIES
COMPRISE THE FIRST SUBSTANTIVE DATA BASE FOR COMPARING AND EVALUATING
EXPERIMENTAL METHODOLOGY AND FINDINGS BEARING ON THE GROWING AND CHANGING
COMPETITION BETWEEN TIME-SHARING AND BATCH PROCESSING SYSTEMS. THIS PAPER
PROVIDES A CRITICAL REVIEW OF THESE FIVE EXPERIMENTS, SUMMARIZES FINDINGS,
PROBLEMS AND PITFALLS, AND OFFERS RECOMMENDATIONS FOR FUTURE EXPERIMENTAL
WORK. (A)

FIVE EXPERIMENTAL COMPARISONS OF TIME-SHARING AND BATCH SYSTEMS ARE
REVIEWED. THE COMPOSITE RESULTS INDICATE THAT TIME-SHARING REQUIRES FEWER
MAN-HOURS, POSSIBLY PRODUCES HIGHER QUALITY RESULTS, AND IS PREFERRED BY
USERS. BATCH PROCESSING MAY REQUIRE LESS COMPUTER TIME AND INVOLVE LOWER
COSTS. THE METHODOLOGICAL ISSUES OF SUCH COMPARISONS ARE DISCUSSED AND
SUGGESTIONS ARE MADE FOR ADDITIONAL EXPERIMENTS. (MtA)
lOP, 12R.

354 USER PERFORMANCE IN TIME-SHARING AND BATCH SYSTEMS
SACKMAN, H. EXPERIMENTAL ANALYSIS OF MAN-COMPUTER PROBLEM-SOLVING. HUMAN
FArTORS, 1970, 12, 187-201.
DESCRIPTION:

EXPERIMENTAL METHODS AND FINDINGS IN HUMAN PROBLEM-SOLVING USING ON-LINE AND
OFF-LINE COMPUTER SYSTEMS ARE REVIEWED. THE ADVENT OF TIME-SHARING SYSTEMS
IN THE LAST DECADE PRODUCED AN INITIAL BODY OF EMPIRICAL DATA FROM USER
STATISTICS AND EXPERIMENTAL STUDIES COMPARING TIME-SHARING WITH BATCH-
PROCESSING. THIS BODY OF DATA IS REVIEWED FOR ITS IMPLICATICNS TO THE
CONTROVERSY OVER BATCH AND TIME-SHARING SYSTEMS AND TO THE UNDERSTANDING OF
HUMAN BEHAVIOR IN THE MAN-COMPUTER SETTING. A PLEA IS MADE FOR
INTERDISCIPLINARY CROSS-FERTILIZATION BETWEEN BFHAVIORAL AND COMPUTER
SCIENCES TO BRIDGE THt HUMANISTIC LAG IN MAN-COMPUTER COMMUNICATION. (A)
15P, 20R.

355 COMPARISON OF TIME-SHARING WITH BATCH PROCESSING
SACKMAN, H. MAN-COMPUTER PROBLEM SOLVING. PRINCETON, NEW JERSEY: AUERBACH,
1970.
DESCRIPTION:

THIS BOOK IS CONCERNED UITH THE GROWING EXPERIMENTAL EVIDE3CE ON MAN-
COMPUTER PROBLEM SOLVING, PARTICULARLY IN THE COMPETITION BETWEEN TIME-
SHARING AND BATCH-PROCESSInG COMPUTER SYSTEMS. THE BOOK IF DIVIDED INTO
FOUR PARTS. PART I ESSENTIALLY CONSISTS OF AN INTRODUCTION TO TIME-SHARING
AND BATCH-PROCESSING, THE HISTORICAL BACKGROUND OF THE SC:ENTIFIC STUDY
OF THE HUNAN USE OF COMPUTERS, AND SUMMARY ACCOUNTS OF EXPLORATORY ONLINE/
OFFLINE STUDIES THAT PRECEDED THE COMPREHENSIVE STUDIES DESCRIBED IN PARTS
II AND III. THE EPILOGUE, PART IV, WAS DESIGNED TO PULL TOGETHER AND
SUMMAPT• THE VARIOUS STRANDS OF RESEARCH ON MAN-COMPUTER PROBLEM SOLVING
UNDER ONLIN. AND OFFLINE CONDITIONS AS REPORTED IN THIS BOOK. SPECIAL
EMPHASIS IS PLACED ON THE INTERFACE BETWEEN THESE ONLINE/OFFLINE STUDIES AND
THE MAINSTREAM OF THE BEHAVIORAL LITERATURE ON HUMAN PROBLEM SOLVING. THE
BOOK CONCLUDCS WITH A PREVIEW OF MASS COMPUTER UTILITIES, AND A PLEA FOR
COOPERATIVE INTERDISCIPLINARY RESEARCH ON EXPERIMENTAL COMMUNITY PROTOTYPES
TO MEET THE CHALLENGE OF THE PUBLIC INTEREST IN THE COMPUTEP-SERVICED
SOCIETY OF THE FUTURE. (A, ABBR.)
288P, 69R.
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356 COMPArdSON OF TIME-SHARING AND BATCH PROCESSING
SACKMAN, H., ERIKSON, W.J., & GRANT, E.E. EXPLORATORY EXPERIMENTAL STUDIES
COMPARING ONLINE AND OFFLINE PROGRAMMING PERFORMANCE. COMMUNICATIONS OF THE
ACM, 1968, 11, 3-11.
DESCRIPTION:

TWO EXPLORATORY EXPERIMENTS WERE CONDUCTED AT SYSTEM DEVELOPMENT CORPORAlION
TO COMPARE DEBUGGING PERFORMANCE OF PROGRAMMERS WORKING UNDER CONDITIONS OF
ONLINE AND OFFLINE ACCESS TO A COMPUTER. THESE ARE THE FIRST KNOON STUDIES
THAT MEASURE PROGRAMMERS' PERFORMANCE UNDER CONTROLLED CONDITIONS FOR
STANDARD TASKS.

STATISTICALLY SIGNIFICANT RESULTS OF 6CTH EXPERIMENTS INDICATED FASTER
DEBUGGING UNDER ONLINE CONDITIONS, BUT PERHAPS THE MOST IMPORTANT
PRACTICAL FINDING INVOLVES THE STRIKING INDIVIDUAL DIFFERENCES IN
PROGRAMMER PERrORMANCE. METHODOLOGICAL PROBLEMS ENCOUNTERED IN DESIGNING
AND CONDUCTING THESE EXPERIMENTS ARE DESCRIBED; LIMITATIONS OF THE FINDINGS
ARE POINTED OUT; HYPOTHESES ARE PRESENTED TO ACCOUNT FOR RESULTS; AND
SUGGESTIONS ARE MADE FOR FURTHER RESEARCH. (A)
9P, 15R.

357 COMPARISON OF TIME-SHARING AND BATCH PROCESSING
SACKMAN, H., & GOLD, M.4. TIME-SHARING VERSUS BATCH PROCESSING: AN
EXPERIMENTAL INQUIRY INTO HUMAN PROBLEM-SOLVING (TECHNICAL REPORT NO. SP-
3110). SANTA MONICA, CALIFORNIA: SYSTEM DEVELOPMENT CORP., 1968.

358 COMPILER TESTING
SAMET, H. A NORMAL FORM FOR COMPILER TESTING. IN PROCEEDINGS OF THE ACM
SYMPOSIUM ON ARTIFICIAL INTELLIGENCE AND PROGRAMMING LANGUAGES, SIGPLAN
NOTICES, AUGUST 1977, 12(8), 155-162 (ALSO: SIGART NEWSLETTER, AUGUST 1977,
NO. 64, 155-162).
DESCRIPTION:

4 A FORMALISM IS PRESENTED FOR OBTAINING A NORMAL FORM TO BE USED IN
REPRESENTING PROGRAMS FOR COMPILER TESTING. EXAMPLES ARE USED TO MOTIVATE
THE FEATURES THAT MUST BE CONSIDERED WHEN DEVELOPING SUCH A FORMALISM. IT
IS PARTICULARLY SUITABLE FOR HEURISTICALLY OPTIMIZED CODE AND HAS BEEN
SUCCESSFULLY USE) IN A SYSTEM FOR PROVING THAT PROGRAMS WRITTEN IN A SUBSET
OF LISP ARE COP.rCTLY TRANSLATED TO ASSEMBLY LANGUAGE. (A)
8P, 19R.

359 PROGRAMMING LANGUAGES, REVIEW
SAM4ET, J.E. PROGRAMMING LANGUAGES: HISTORY AND FUNDAMENTALS. ENGLEWOOD
CLIFFS, NEW JERSEY: PRENfICE-HALL, 1969.
DESCRIPTION:

THE PRIMARY PURPOSE OF THIS BOOK IS TO SERVE AS A REFEIENCE FOR AN OVERALL
VIEW OF HIGHER LEVEL LANGUAGES. THIS BOOK BRINGS TOGETHER IN ONE PLACE,
AND IN A CONSISTENT FASHION, FUNDAMENTAL INFORMATION ON PROGRAMMING
LANGUAGES, INCLUDING HISTORY, GENERAL CHARACTERISTICS, SIMILARITIES, AND
DIFFERENCES.

A SECOND PCR'nSE OF THE BOOK IS TO PROVIDE SPECIFIC BASIC INFORMATION
ON ALL THE SIGNIFICANT, AND MOST OF THE MINOR, HIGHER LEVEL LANGUAGES
DEVELOPED IN tHE UI1TEO STATES.

THE THIRD PUkPOSF OF THI BOOK IS TO PROVIDE HISTORY AND PERSPECTIVE
FOR THIS PARTICULAR ASPECT OF THE PROGRAMMING FIELD. BECAUSE OF THE
RAPIDLY CHANGING NATURE OF THIS TYPE OF WORK, NEW LANGUAGES APPEAR
DAILY (LITERALLY) AND SO THIS 911% REPRESENTS A SNAPSHOT OF - AND AN
(INDIRECT) EXPLANATION OF HOW WE ARRIVED AT - THE SITUATION AT A GIVEN
POINT IN I!ME, NAMELY THE FALL OF 1967.

OTHER PURPqSES ARE TO PROVIDE AN EXTENSIVE BIBLIOGRAPHY OF RELEVANT
MATERIAL, TO SHOW VARIOUS PHILOSOPHIES OF LANGUAGE DESIGN, TO DESCRIBE
A NUMBER OF KEY F%CTORS 7NVOLVED IN CHOOSING A LANGUAGE, AND TO PROVIDE
THE READER WITH ENOUGH INFORMTION SO THAT HE CAN DECIDE WHICH LANGUAGES
HE WISHES TO EXAAINE IN DETAIL. (A, ABBR)
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360 PROGRAMMING LANGUAGES
SAMMET, J.E. PROBLEMS IN, AND A PRAGMATIC APPROACH TO, PROGRAMMING LANGUAGE
MEASUREMENT. AFIPS CONFERENCE PROCEEDINGS, 1971.

361 PROGRAMMING LANGUAGES
SAMMET, J.E. PROGRAMMING LANGUAGES: HISTORY AND FUTURE. COMMUNICATIONS OF THE
ACM, 1972, 15, 601-610.

362 ROSTER OF PROGRAMMING LANGUAGES
SAMMET, J.E. ROSTER OF PROGRAMMING LANGUAGES FOR 1976-77. SIGPLAN NOTICES,
NOVEMBER 1978, 13(11), 56-85.

363 COMPARISON OF TIME-SHARXNG WITH BATCH PROCESSING
SCHATZOFF, M., TSAO, R., & WIIG, R. AN EXPERIMENTAL COMPARISON OF TIME SHARING
AND BATCH PROCESSING. COMMUNICATIONS OF THE ACM, 1967, 10, 261-265.
DESCRIPTION:

THE EFFECTIVENESS FOR PROGRAM DEVELOPMENT OF THE MIT COMPATIBLE TIME-SHARING
SYSTEM (CTSS) WAS COMPARED WITH THAT OF THE IBM IBSYS BATCH PROCESSING SYSTEM
BY MEANS OF A STATISTICALLY DESIGNED EXPERIMENT. AN IDENTICAL SET OF FOUR
PROGRAMMING PROBLEMS WAS ASSIGNED TO EACH OF A GROUP OF FOUR PROGRAMMING
SUBJECTS. DATA WAS OBTAINED FOR SIX VARIABLES WHICH WERE CONSIDERED TO BE
DEFINITIVE OF "SYSTEM EFFECTIVENESS', AND ANALYSIS OF VARIANCE TECHNIQUES
WERE EMPLOYED TO ESTIMATE SYSTEM DIFFERENCES IN THESE VARIABLES. ANALYSIS OF
THE RESULTS PROVIDED STRONG EVIDENCE OF IMPORTANT SYSTEM DIFFERENCES. (A?
SP, 2R.

364 TIME-SHARING
SCHERR, A.L., AN ANALYSIS OF TIME-SHARED COMPUTER SYSTEMS (RESEARCH MONOGRAPH
NO. 36). CAMBRIDGE, MASSACHUSETTS: THE M. I. T. PREzS, 1967.

365 SOFTWARE TESTING
SCHLENDER, P. APPLICATION OF DISCIPLINED SOFTWARE TESTING. IN R. RUSTIN
(ED.), DEBUGGING TECHNIQUES IN LARGE SYSTEMS. ENGLEWOOD CLIFFS, NEW JERSEY:
PRENTICE-HALL, 1971, 141-142.
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366 SOFTWARE ERRORS
SCHNEIDEWIND, N.F. ANALYSIS OF ERROR PROCESSES IN COMPUTER SOFTWARE.
IN PROCEEDINGS OF THE INTERNATIONAL CONFERENCE ON RELIABLE SOFTWARE, 21-23
1975, LOS ANGELES, CALIFORNIA. SIGPLAN NOTICES, 1975, 10, 337-346.
DESCRIPTION:

A NON-HOMOGENtOUS POISSON PROCESS IS USED TO MODEL THE OCCURRENCE OF ERRORS
DETECTED DURING FUNCTIONAL TESTING OF COMMAND AND CONTROL SOFTWARE. -HE
PARAMETERS OF THE DETECTION PROCESS ARE ESTIMATED BY USING A COMBINATION OF
MAXIMUM LIKELIHOOD AND WEICHTED LEAST SQUARES METHODS. ONCE PARAMETER
ESTIMATES ARE OBTAINED, FORECASTS CAN BE MADE OF CUMULATIVE NUMBER CF
DETECTED ERRORS. FORECASTING EQUATIONS OF CUMULATIVE CORRECTED ERRORS,
ERRORS DETECTED BUT NOT CORRECTED, AND THE TIME REQUIRED TO DETECT OR
CORRECT A SPECIFIED NUMBER OF ERRORS, ARE DERIVED FROM THE DETECTED ERROR
FUNCTION. THE VARIOUS FORECASTS PROVIDE DECISION AIDS FOR MANAGING SOFTWARE
TESTING ACTIVITIES. NAVAL TACTICAL DATA SYSTEM SOFTWARE ERROR DATA ARE
USED TO EVALUATE SEVERAL VARIATIONS OF THE FORECASTING EQUATIONS. BECAUSE
OF CHANGES WHICH TAKE PLACE IN THE ACTUAL DETEC tCD ERROR PROCESS, IT WAS
FOUND THAT RECENT ERROR OBSERVATIONS ARE MORE REPRESENTATIVE OF FUTURE
ERROR OCCURRENCES THAN ARE EARLY OBSERVATIONS. BASED ON A LIMITED tEST OF
THE MODEL, ACCErTABLE ACCURACY WAS OBTAINED WHEN USING THE PREFERRED
FORECASTING METHOD.
10P, 7R.

367 SOFTWARE COMPLEXITY
SCHNEIDEWIND, N.F., & GREEN, T.F. SIMULATION OF ERROR DETECT!ON IN COMPUTER
PROGRAMS. SIMULECTER, APRIL 1976, 7(3), 8-12.
DESCRIPTION:

THE RELATIONSHIP BETWEEN COMPUTER PROGRAM COMPLEXITY AND ERROR DETECTION
CAPABILITY IS INVESTIGATED BY REPRESENTING A PROGRAM AS A DIRECTED GRAPH AND
SIMULATING THE DETECTION AND CORRECTION OF ERRORS. VARIABLES OF INTEREST ARE
TEST COVERAGE, NUMBER OF INPUTS, RESIDUAL ERRORS, EXECUTION TIME, CORRECTION
TIME AND NODE-ARC-LOOP RELATIONSHIPS. ONE APPLICATION IS IN SOFTWARE DESIGN
WHERE THE INFORMATION PROVIDED BY THE MODEL WOULD BE USED TO SELECT PROGRAM
STRUCTURES WHICH ARE EASY TO TEST. A SECOND APPLICATION IS IN SOFTWARE
TESTING WHERE TEST STRATEGIES AND ALLOCATION OF TEST EFFORTS WOULD BE BASED
ON ERROR DETECTION AND COroPLEXITY CONSIDERATIONS. (A)
SP, 3R.

'9
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368 PROGRAMMER PCRCORMANCE
SCOTT, R.F. A PROGRAMMER PRODUCTIVITY PREDXCTION MODEL (UNPUBLISHED DOCTORAL
DISSERTATION, TEXAS A&M UNIVERSITY). 1973.
DESCRIPTION:

A COMPUTER PROGRAMMER PRODUCTIVITY PREDICTION MODEL HAS BEEN DEVELOPED.
THIS DEVELOPMENT WAS PRECEDED BY AN INVESTIGATION OF THE PROGRAMMER
PRODUCTIVITY FACTORS. THE RESEARCH WAS ACCOMPLISHED IN THREE PARTS.

TO IDENTIFY IMPORTANT PRODUCTIVITY FACTORS, A DATA ANALYSIS WAS PERFORMED
USING A COMBINATION OF EXISTING DATA BASES WITH STEPWISE MULTIVARIATE
REGRESSION ANALYSIS. THE DERIVED EQUATION, WITH PROGRAMMER PRODUCTIVITY
AS THE DEPENDENT VARIAbLE, IS INCLUDED.

TO GAIN ADDITIONAL INSIGHT INTO PRODUCTIVITY FACTORS. AN ALTERNATE
NON-ANALYTICAL METHOD WAS USED. EXPERTS ON COMPUTER PROGRAMMING PROJECT
MANAGEMENT WERE SURVEYED. THE ITERATIVE DELPHI SURVEY TECHNIQUE WAS USED TO
IDENJTIFY IMPORTANT PROGRAMMER PRODUCTIVITY PARAMETERS FROM A PANEL OF
EXPERTS. A BACKGROUND REPORT ON THE DELPHI PROCEDURE AND THE SURVEY RESULTS
ARE INCLUDED. THE IMPORTANCE OF PROGRAMMER INTERACTIONS YAS EVIDENT IN BOTH
THE DATA ANALYSIS AND DELPHI STUDIES.

MODELING WAS NEXT CONSIDERED. THE OBJECTIVE WAS TO FURTHER STUDY PROJECT
COMMUNICATIONS AND PROVIDE A PRODUCTIVITY PREDICTION ABILITY. A DISCUSSION
OF SMALL GROUP. !KFORMATION FEEDBACK AND MULTIPROCESSOR MODEL CONCEPTS IS
PRESENTED. A PROJECT MODEL USING THE MULTIPROCESSOR CONCEPT IS PROGRAMMED
IN A PROGRAMMING LANGUAGE (APL). THE MODEL EMPLOYS THE CONCEI:r OF
OROGRA•MER ACTIVITY PROFILES AND USES A CUMULATIVE EXPONENTIAL PRODUCTIVITY
RATE. THREE EXAMPLE EXPERIMENTS ARE DISCUSSED.

ALL RESULTS EMPHASIZE THE IMPORTANCE OF INTERACTION AMONG PROGRAMMERS IN
REDUCING PRODUCTIVITY. NUMERCUS RESULTS ARE INCLUDED ON THE RELATIVE
IMPORTANCE OF VARIOUS VARIABLES TO PRODUCTIVITY. COMMUNICATIONS PATTERNS,
NUMBER OF PROGRAMMERS, LENGTH OF PROJECT AND INDIVIDUAL PRODUCTIVITY
VARIABLES ARE USED IN THE MODEL FOR PRODUCTIVITY PREDICTION.

SOME PECOWMENDATIONS AND EXTENSIONS FOR FURTHER RESEARCH ARE PRESENTED.
(A)
136P, 82R.

369 PROGRAMMER PERFERMANCE
SCOTT, R.F., & SIMMONS, D.B. PROGRAMMER PRODUCTIVITY AND THE DELPHI TECIINIQUE.
DATAMATION, MAY iov.J .O(), 71-73.
DESCRIPTION:

THE DELPHI TECHNIQUE WAS USED TO DETERMINE WHICH VARIABLES PROGRAMMING
PROJECT MANAGERS FEEL ARE RELATED TO PROGRAMMER PRODUCTIVITY. THIS TECHNIQUE
INVOLVES ANONYMOUS RESPONSE, ITERATION, CONTROLLED FEEDBACK, AND STATISTICAL
GROUP RESPONSE. THE RESULTS INDICATE TIE IMPORTANCE OF PROVIDING To'I INDEPENDENT PROGRAMMER WITH A WELL DOCUMENTED, THOROUGHLY DEFINED INDEPENDENT

TASK, AND USING EXPERIENCED PROGRAMMERS WORKING IN HIGH-LEVEL LANGUAGES.
STRUCTURED PROGRAMMING TECHNIQUES WERE CONSIDERED LESS IMPORTANT THAN
DOCUMENTAT!ON, PROGRAMMING TOOLS, AND EXPERIENCE. (MEA)
3P, 9R.

370 PROGRAMME' PERFORMANCE
SCOTT, R.F., A .I10MONS, D.B. PREDICTING PROGRAMMING GROUP PRODUCT7V:TY: A
COMMUNICAT,• 3 M-fDEL. IEEE TRANSACTIONS ON SOFTWARE ENGINEERING, 1975, 1,
411-414. (ALSO: PROGRAMMER PRODUCTIVITY AND THE DELPHI TECHNIQUE. DATAMATION,
1974, 20, 71-73.)
DESCRIPTION:

METHODS Of STUDYING PROGRAMMER PRODUCTIVITY ARE DIFFICULT TO FIND. THE
CLASSICAL METHODS OF OBSERVATION AND STATISTICAL ANALYSIS ARE IN MANY CASES
INAPPROPRIATE. THIS PAPER DFSCRIBES A SIMULATION APPROACH IN WHICH
PROGRAMMERS ARE CONSIDERED TO BE INDIVIDUAL PROCESSORS. RELATIVE GROUP
PRODUCTIVITY IS THEh MEASURED BASED UPON THE PRODUCTIVITY LEVELS AND
COMMONICATIONS RELATIONSHIPS OF THE PROCESSORS. (A)
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371 NATURAL-LANGUAGE PROGRAMMING
SHAPIRO, S.C., 9 KWANSY, S.C. INTERACTIVE CONSULTING VIA NATURAL LANCUA4E
(TECHNICAL REPORT NO. 12). BLOOM14GTON, INDIANA: INDIANA UNIVERSITY,
COMPUTER SCIENCE DEPARTMENT, 1974.
DESCRIPTION:

INTERACTIVE PROGRAMMING SYSTEMS OFTEN CONTAIN HELP COMMANDS TO G!VE THE
PROGRAMMER ON-LINE INSTRUCTION REGARDING THE USE OF THE VARIOUS SYSTEMS
COMMANDS. WE ARGUE THAT IT WOULD BE RELATIVELY EASY TO MýKE THESE HELP
COMMANDS SIGNIFICANTLY MORE HELPFUL BY HAVING THEM ACCEPT RSQIlESTS IN
NATURAL LANGUAGE. AS A DEMONSTRATION, WE NAVE PROVIDED WEIZENBAUMIS ELIZA
PROuRAM WITH A SCRIPT THAT TURNS IT INTO A NATURAL LANGUAGE SYSTEM
CONSULTANT. (A)
32P, 13R.

372 SOFTWARE COMPLEXITY
SHELL, R.L. WORK MEASUREMENT F(R COMPUTER PROGRAMMING OPERATION. INDUSTPIAL
ENGINEERING, 1972, 4(10), 32-36.
DESCRIPTION:

PRESENTING A METHODOLOGY TO DEVELOP WORK MEASUREMENT STANDARDS FOR COMPUTER
PROGRAMMING OPERATIONS. COVERS FACTORS THAT AFFECT PROGRAPMING TIME,

PROCEDURAL METHODS USED TO WRITE PROGRAMS, AND RELATIGNSHIPS BETWEEN PROGRAM
SIZE, COMPLEXITY, AND TIME. (A)
5P, 14R.

373 FACTORS AFFECTING MAINTAINANCE PROGRAMMING PERFORMANCE
SHEPPARD, 3.B., BORST, M.A., CURTIS, B., & LOVE, L.T. PREDICTING PROGRAMMERS'
ABILITY TO MODIFY SOFTWARE (TECHNICAL REPORT TR-388100-3). ARLINGTON,
VIRGII.IA: GENERAL ELECTRIC COMPANY, MAY 1978.

S374 PROGRAM COMPREHENSION
SHEPPARD, S.B., BORST, M.A., & LOVE, L.T. V EDICTING SOFTWARE
COMPREHENSIBILITY (TECHNICAL REPORT NO. TR-3i0100-2). ARLINGTON, VIRGINIA:
GENERAL ELECTRIC COMPANY, FEBRUARY 1978. (NTIS NO. AD A051495)

375 SOFTWARE PHYSICS
SHEPPARD, S.B., & LOVE, L.T. A PRELIMINARY EXPERIMENT TO TEST INFLUENCES ON
HUMAN UNDERSTANDING OF SOFTWARE (TECHNICAL REPORT TR-77-388100-1).
ARLINGTON, VIRGINIA: GENERAL ELECTRIC, INFORMATION SYSTEMS PROGRAMS, JUNE 1977.
(NTIS NO. AD AC41916)
DESCRIPTION:

EIGHT EXPERI` ED PROGRAMMERS WERE EACH GIVEN THREE FORTRAN PROGRAMS TO
MEMORIZE AND EPRODUCE FUNCTIONALLY, WITHOUT KOTES. THREE LEVELS OF
COMPLEXITY OF LONTROL FLOW AN'. T9REE LEVELS OF MNEMONIC VARIABLE NAMES
WERE INDEPENDENTLY MANIPUL*TlD. THE EXPERIMENTAL DESIGN WAS AN INCOMPLETE
SPLIT-PLOT FACTORIAL WHERE EACH PROGRAMMER WAS GIVEN ONE VERSION OF EACH
PROGRAM AND ALL LEVELS OF THE TVO PRIMARY INDEPENDENT VARIABLES.

THE PARTICIPANTS CORRECTLY RECALLED SIGNIFICANTLY MORE STATEMENTS WHEN
THE COMPLEXITY OF CONTROL FLOW WAS REDUCED. DIFFERENCES IN RECALL FOR THE
THREE LEVELS OF MNEMONIC VARIABLE NAMES WERE NOT SIGNIFICANT.

A FURTHER ANALYSIS COMPARED THE PERCENT OF STATEMENTS CORRECTLY RECALLED
TO HALSTEAD'S E, A MEASURE OF THE EFFORT REQUIRED TO CODE A PROGRAM. THE
PEARSON CORRELATION COEFFICIENT WAS -0.81, OVER THE 24 DATA POINTS; THUS
INDICATING THAT HALSTEAD'S E IS A POWERFUL PREDICTOR OF ON¶'S ABILITY TO
UNDERSTAND A COMPUTER PROGRAM.

SEVERAL CHANGES IN THE EXPERIMENTAL DESIGN AND THE CONDUCT OF THE
EXPERIMENT ITSELF ARE RECOMMENDED FOR FUTURE EXPERIMENTAL WORK IN THIS #REA.
(A)
19P, 12R.
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376 DATA STRUCTURES
SHNEIDERMAN, B. DATA STRUCTURES: DESCRIPTION, MANIPULATION, AND EVALUATION
(UNPUBLISHED DOCTORAL DISSERYATION). STONY BROOK, NEW YORK: STATE
UNIVERSITY OF NEW YORK AT STONY BROOK, DEPARTMENT OF COMPUTER SCIENCE, 1973.

377 PROGRAMMING LANGUAGES
SHNEIDERMAN, B. COGNITIVE PSYCHOLOGY AND PROGRAMMING LANGUAGE DESIGN. SIGPLAN
NOTICES, JULY 1975, 10(7), 46-47.
DESCRIPTION:

PROGRAMMING LANGUAGE DESIGNERS CAN NO LONGER BE CONTENT WITH A THOROUG8
KNOWLEDGE OF COMPUTER SCIENLC., BUT MUST BECOME FAMILIAR WITH THE IDEAS AND
TECHNIQUES OF THE COGNITIVE PSVCHOLOGIST. COMMUNICATION BETWEEN COMPUTER
SCIENTISTS AND COGNITIVE PSYCHOLOGISTS WILL BE HELPFUL IN THE DEVELOPMENT OF
THE NEXT GENERATION OF PROGRAMMING LANGUAGES. IT WILL ALSO FACILITATE MORE
WIDESPREAD COMPUTER LITERACY. (A)
2P, IR.

371 PROGRAMMING LANGUAGES
SHNEIDERMAN, B. EXPERIMENTAL TESTING IN PROGRAMMING LANGUAGES, STYLISTIC
CONSIDERATIONS AND DESIGN TECHNIQUES. AFIPS CONFERENCE PROCEEDINGS, 1975, 44,
653-656.
DESCRIPTION:

THIS PAPER BRIEFLY REVIEWS RESEARCH IN THE AREAS OF PROGRAMMING LANGUAGE
DESIGN, STYLISTIC CONSIDERATIONS, AND PROGRAM DESIGN TECHNIQUES. A
COMON CRITICISM THAT CAN BE APPLIED TO THE MAJORITY OF THIS RESEARCH IS
THE LACK OF CONTROLLED EXPERIMENTATION PRIOR TO YHE IMPLEMENTATION OF NEW
LANGUAGES AND TECHNIQUES. IN ORDER TO ESTABLISH AN APPROPRIATE FRAMEWORK
FOR SUCH EXPERIMENTS, RELEVANT PROBLEM DOMAINS ARE DEFINED AND EXPERIMENTAL
TECHNIQUES ARE DISCUSSED. (KEA)
4P, 30R.

379 PROGRAMMING
SHNEIDERMAN, B. EXPLORATORY EXPERIMENTS IN PROGRAMMER BEHAVIOR.
INTERNATIONAL JOURNAL OF COMPUTER AND INFORMATION SCIENCES, 1976, 5,
123-143.
DESCRIPTION:

THE THESIS OF THIS PAPER IS THAT STUDIES OF PROGRAMMING SHOULD SEPARATE
MACHINE-RELATED ISSUES FROM HUMAN FACTORS ISS'•ES. THE ISOLATION OF HUMAN
FACTORS ISSUES WOULD ALLOW A MORE THOROUGH GIUDY OF PROGRAPMING SINCE
THE EXPERIMENTAL TECHNIQUES DEVELOFED BY COGNITIVE PSYCHOLOGISTS COULD
BE READILY APPLICD. IN ORDER TO APPLY THESE TECHNIQUES, HOWEVER, IT IS
FIRST NECESSARY TO DEFINE AN APPROPRIATE EXPERIMENTAL METHODOLOGY. THE
METHODOLOGICAL ISSUES DISCUSSED IN THIS PAPER INCLUDE: CLASSIFICATION OF
SUBJECTS, CLASSIFICATION OF PROGRAMS, RELEVANT TASKS THAT SHOULD BE
STUDIED, AND MEASUREMENT TECHNIQUES.

THIS METHODOLOGY IS ILLUSTRATED IN TWO EXPERIMENTS. THE FIRST
EXPERIMENT, ON PROGRAM MEMORIZATION, WAS MODELED AFTER A PARADIGM
USED BY CHASE AND SIMCN (COGNITIVE PSYCHOLOGY, 1973, 4, 55-81) IN A STUDY
OF MEMORY FOR CHESS POSITIONS. CONSISTENT WITH RESULTS REPORTED IN
COGNITIVE PSYCHOLOGY, IT WAS FOUND THAT EXPERIENCED PROGRAMMERS WERE
ABLE TO RECALL SIGNIFICANTLY MORE STATEMENTS FROM A NORMAL-ORDER
PROGRAM THAN INEXPERIENCED PROGRAMMERS, OUT THERE WERE NC DIFFERENCES
IN RECALL FOR A SCRAMBLED-ORDER PROGRAM. THIS SUGGESTS THAT
EXPERIENCED PROGRAMMERS HAVE LEARNED MORE EFFICIENT TECHNIQUES
FOR RECODING PROGRAMS IN MEMORY. THE SECOND EXPERIMENT COMPARED THE
BEHAVIOR OF SUBJEcTS FROM TWO ElPERIENCE LEVELS IN COMPREHENDING
PROGRAMS INVOLVING EITHER ARITHMETIC OR LOGICAL IF CONSTRUCTS, IN
FORTRAN. THE RESULTS INDICATE THAT LOGICAL iFIS ARE INITIALLY EASIER TO
COMPREHEND, BUT THAT THIS P.DVANTAGE DISAPPEARS AS EXPERIENCE
INCREASES. (MEA)
21P, 16R.
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380 PROGRAMMING

SHNEIDERMAN, B. HUMAN FACTORS EXPERIMENTS IN PROGRAMMING: MOTIVATION,
METHODOLOGY AND RESEARCH DIRECTIONS (TECHNICAL REPORT NO. ISM Ta-9).
COLLEGE PARK, MARYLANDs UNIVERSilY OF MARYLAND, DEPARTMENT OF INFORMATION
SYSTEMS MANAGEMENT, SEPTEMBER 1976.

381 SOFTWARE DESIGN
SHNEIDERMAN, B. A RiVIZW OF DESIGN TECHNIQUES FOR PRCGRAMS AND DATA.
SOFTWARE PRACTICE AND EXPERIENCE, 1976, 6, 555-567 (ALSO TECHNICAL REPORr NO.
25, INDIANA UNIVERSITY, BLOOMINGTON, INDIANA, APRIL 1975).
DESCRIPTION:

THE PROLIFERATION OF PAPERS ON PROGRAMKING METHODOLOGY FOCUS ON THE PROGRAM
DEVELOPMENT FROCESS, BUT ONLY HINT AT THE FOnM OF THE FINAL PROGRAM. THIS
PAPER DISTINGUISHES BETWEEN THE DEVELOPMENT PROCESS AND THE PROGRAM PPOqUCT
AND PRESENTS A CATALOGUE OF POSSIBLE PROGRAM ORGANIZATIONS AND DATA
STRUCTURES WITH EXAMPLES DRAWN FROM THE PUBLISHED LITERATURE. THE METHODS
FOR SHARING DATA AMONG MODULES AND A CLASSIFICATION SCHEME FOR PROGRAMS AND
DATA STRUCTURES IS PRESENTED. (A)
13P, 38R.

382 PROGRAM COMPREHENSION
SHNEIDERMAN, B. MEASURING COMPUTER PROGRAM QUALITY AND COMPREHENSION.
INTERNATIONAL JOURNAL OF MAN-MACHINE STUDIES, 1977. 9. 465-478.

383 DAVA BASE SYSTEMS
SHNEIDERi1AN, P IMPROVING THE HUMAN FACTORS ASPECT OF DATABASE INTERACTIONS.
ACM TRANSACTIONS ON DATABASE SYSTEMS,'IN PRESS, 1978.
DESCRIPTION:

THE WIDESPREAD DISSEMINA(ION OF COMPUTER AND ANFORMATION SYSTEMS TO
NON-TECHNICALLY TRAINED INDIVIDUALS REQUIRES A NEW APPROACH TO THE DESIGN
AMD DEVELOPMENT OF DATABASE INTERFACES. THIS PAPER PROVIDES THE MOTIVATIONAL
BACK(GROIJND FOR CONTROLLED PSYCHOLOGICAL EXPERIMENTATION IN EXPLORING THE
PERSON/MACHINE INTERFACE. FRAMEWORKS FOR THE REDUCTIONIST APPROACH ARE
GIVEN, RESEARCH METHODS DISCUSSED. RESEARCH ISSUES PRESENTED AND A SMALL
EXPERIMENT IS OFFERED AS AN EXAMPLE OF WHAT CAN BE ACCOMPLISHED. THIS1.• EXPERIMENT IS A COMPARISON OF NATURAL AND ARTIFICIAL LANGUAGE QUERY
FACILITIES. ALTHOUGH SUBJECTS POSED APPROXIMATELY EQUAL 4UMBERS OF VALID
QUERIES WITH EITHER FACILITY, NTURAL LANGUAGE USERS MADE SIGNIFICANTLY MORE
INVALID QUERIES WHICH COULD NOT BE ANSWERED FROM THE DATABASE THAT WAS
DESCRIBED. (A)

384 PROGRAMMING
SHNEIDERMAN, B. TEACHING PROGRAMMING: A SPIRAL APPROACH TO SYNTAX AND
SEMANTICS. CO1PUTERS ANn EDUCATION 1, 1978, 3, 193-197 (AL!O TECHNICAL
REPORT NO. ISM TR-15, COLLEGE PARK, MARYLAND: UNIVERS;TY OF MARYLAND,
DEPARTMENT OF INFORMATION SYSTEMS 4ANAGEMENT, FEBRUARY 1977).
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385 PROGRAMMING
SHNEIDERMAN, B., & MAYER, R. TOWARDS A COGNITIVE MODEL OF PROGRAMMER
BEHAVIOR (TECHNICAL REPORT NO. 37). BLOOMINGTON, INDIANA: INDIANA
UNIVERSITY, COMPUTER SCIENCE DEPARTMENT, AUGUST 1975 (ALSO PUBLISHED AS
SYNTACTICISEMANTIC INTERACTIONS IN PROGRAMMER BEHAVIOR: A MOCEL AND
EXPERIMENTAL RESULTS, INTERNATIONAL JOURNAL OF COMPUTER AND INFORMATION
SCIENCE, IN PRESS),
DESCRIPTION:

THIS PAPER PRESENTS A COGNITIVE FRAMEWORK FOR DESCRIBING BEHAVIORS INVOLVED

IN PROGRAM COMPOSITION, COMPRENENSION, DEBUGGING, MODIFICATION AND THE
ACQUISITION OF NEW PROGRAMMING CONCEPTS, SKILLS AND KNOWLEDGE. AN INFORMA-
TION PROCESS MODEL IS PRESENTED WHICH INCLUDES A LONG-TERM STORE OF SEMANTIC
AND SYNTACTIC KNOWLEDGE, AND A WORKING MEMORY IN WHICH PROBLEM SOLUTIONS
ARE CONSTRUCTED. NEW EXPERIMENTAL EVIDENCE IS PRESENTED TO SUPPORT THEi MODEL. (A)

EXPERIMENTS ARE BRIEFLY CITED WHICH COMPARED LOGICAL WITH ARITHMETIC "IF"
STATEM•EJTS, INVESTIGATED SEMANTIC EFFECTS ON MEMORY FOR PROGRAMS, AND

INVESTIGATED THE EFFECTS OF COMMENTS, MEANINGFUL VARIABLE NAMES,
MODULARIZATION OF PROGRAMS, AND FLOWCHARTS ON PROGRAM COMPIEHENSION AND
DEBUGGING. (HRR)
"30P, 30R.

386 FLOWCHARTING, DOCUMENTATION
SHNEIDERMAN, S., MAYER, R., MCKAY, D., & HELLER, P. EXPERIMENTAL
INVESTIGATIONS OF THE UTILITY OF FLOWCHARTS IN PROGRAMMING (TECHNICAL REPORT
N0. 36). BLOOMINGTON, INDIANA: INDIANA UNIVERSITY, COMPUTER SCIENCE
DEPARTMENT, AUGUST 1975 (ALSO: COMMUNICATIONS OF THE ACM, 1977, 20, 373-381).
DESCRIPTION:

THIS PAPER DESCRIBES PREVIOUS RESEARCH ON FLOWCNARTS AND A SERIES OF
CONTROLLED EXPERIMENTS TO TEST THE UTILITY OF DETAILED FLOWCHARTS AS AN AID
TO PROGRAM COMPOSITION, COMPREHENSION, DEBUGGING AND MODIFICATION. OUR
RESULTS SHOWED NO STATI3TICALLY SIGNIFICANT DIFFERENCE BETWEEN FLOWCHART
AND NO FLOWCHART GROUPS, THEREBY CALLING INTO QUESTION THE UTILITY OF
FLOWCHARTING. A PROGRAM OF FURTHER RESEARCH IS SUGGESTED. (A)

FIVE EXPERIMENTS ARE REPORTED: (1) SUBJECTS WHO PRODUCED FLOWCHARTS
BEFORE WRITING A PROGRAM DID NO BETTER ON THE PROGRAMMING TASK THAN THOSE
WHO DID ONLY THE LATTER; (2) WHEN FLOWCHARTS WERE PRESENTED WITH EITHER THE
FIRST OR SECOND OF TWO PROGRAM COMPREHENSION TASKS, NO FLOWCHART-RELATED
DIFFERENCES WFRE OBSERVED; (3) WHEN T4O GROUPS OF SUBJECTS (ONE EXPERIENCED
W:TH FLOWCHARTS, ONE NOT) WERE GIVEN COMPREHENSION AND DEBUG TASKS WITH
ýITHER MACRO-FLOWCHARTS, MICRO-FLOWCHARTS, OR NO FLOWCHARTS, NO FLOWCHART
MAIN EFFECTS WERE FOUND, BUT THOSE WITH PRIOR FLOWCHART EXPERIENCE PERFORMED
BETTER WITH FLOWCHARTS (NOT STATISTICALLY SIGNIFICANT); (4) WITH IN
EXPERIMENTAL DESIGN SIMYLAR TO (3). BUT USING A MODIFICATION TASK,
FLOVCHARTS HAD NO EFFECT ON SOLUTION TIME OR ERRORS; (5) SUBJECTS IN TWO
COMPREHENSION TASKS DID BETTER (0HOUGE NOT SIGNIFICANTLY) WITH THE PROGRAM
ALONE THAN WITH PROGRAM AND FI.OWCHART, OR FLOWCHART ALONE. (HRR)
53P, 17R.



38? DEBUGGING
SHNEIDERMAN, 3., & MCKAY, D. EXPERIMENTAL INVESTIGATIONS OF COMPUTER PROGRAM
DEBUGGIN6 AND MODIFICATION. IN PROCEEDINGS OF THE 6TH tONGRESS Of THE
INTERNATIONAL ERGONOMICS ASSOCIATION. SANTA MONICA, CA: HUMAN FACTORS SOCIETY,
1976, 557-563 (ALSO TECHNICAL REPORT NO. 48, COMPUTER SCIENCE DEPARTMENT,
INDIANA UNIVERSITY, APRIL 1976).
DESCRIPTION:

ALTHOUGH GREATER EMPHASIS IS PLACED ON THE TASK OF COMPUTER PROGRAM
COMPOSITION, DEBUGGING AND MODIFICATION OFTEN CONSUME MORE TIME AND EXPENSE
IN PRODUCTION ENVIRONMENTS. DEBUGGING IS THE TASK OF LOCATING SYNTACTIC AND
SEMANTIC ERRORS IM PROGRAMS AND CORRECTING THESE ERRORS. MODIFICATION IS THE
CHANGE OF A dORKING PROGRAM TO PERFORM ALTERNATE TASKS.

THE FACTORS AND TECHNIQUES WHICH FACILITATE DEBUGGING AND MODIFICATIION
ARE POORLY UNDERSTOOD, BUT ARE SUBJECT TO EXPERXMENTAL INVESTIGATION.
CONTROLLED EXPERIMENTS CAN BE PERFORMED BY PRESENTING TWO AIDS AND
REQUIRING THE SAME TASK. FOR EXAMPLE, IN ONE STUDY WE -PRESENTED AN 81 LINE
FORTRAN PROGRAM CONTAINING THREE BUGS TO DISTINCT CROUPS OF SUBJECTS. ONE
OF THE GflOUPS RECEIVED A DETAILED FLOWCHART, BUT OUR RESULTS INDICATED THAT
THIS AID DID NOT FACILITATE THE DEBUGGING PROCEDURE. SIMILAR NEGATIVE

RESULTS WERE OBTAINED FOR A MODIFICATION TASK.
IN OTHER EXPERIMENTS, COMM4NTS AND MEANINGFUL VARIABLE NAMES WERE USEFUL

IN DEBUGGING AND MODULARITY FACILITATED MODIFICATION. OTHER POTENTIALLY
INFLUENTIAL FACTORS, JHICH ARL SUBJECT TO EXPERIMENTAL STUDY, INCL11DE
INDENTATION RULES, TYPE OF CONTROL STRUCTURES, DATA STRUCI'•RE COMPLEXITY AND
PROGRAM DESIGN.

THESE AND OTrIER HUMAN FACTOR EXPERIMENTS IN PROGRAMMING HAVE LED TO A
COGNITIVE MODEL 3F PROGRAMMER BEHAVIOR WHICH DISTINGUISHES BETWEEN THE
HIERARC4ICALLY ,TRUCTURED, MEANINGFULLY ACQUIRED SEMANTIC KNOWLEDGE AND
THE ROrELY MEMORIZED SYNTACTIC KNOWLEDGE. ERRORS CAN BE CLASSED INTO
SYNTACTYC MISTAKES WHICH ARE RELATIVELY EASY TO LOCATE AND CORRECT AND TWO
FORMS OF SEMANTIC MISTAKES. SEMANTIC ERRORS OCCUR WHILE CONSTRUCTING AN
INTERNAL SEMANTIC STRUCTURE TO A REPRESENTATION IN THE SYHTAX OF A
PROGRAMMING LANGUAGE. MODIFICAT!ON IS INTERPRETED AS THE ACQUISITION OF AN
INTERNAL SEMANTIC STRUCTURE BY STUDYING A PROGRAM, FOLLOWED BY MODIFICATION
OF T11IS STRUCTURE .ND REVISION OF THE CODE. (A)
7P, 22R.

3,8 SOFTWARE ENGINEERING
SHOLL, N.A., & BOOTH, T.L. SOFTWARC PERFORMANCE ')DE:LING USING COYPUTATION
STRUCTURES. IEEE TRANSACTIONS ON SOFTWARE ENGINEFR!UG, 1975, SE-1I 414-42C.
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389 PROGRAMMING ERRORS

SHOOMAN, M.L., & BOLSKY, M.I. TYPES, DISTRIBUTION, AND TEST AND CORRECTION
TIMES FOR PROGRAMMING ERRORS. IN PROCEEDIr.jS OF THE 1975 INTERNATIONAL
CONFERENCE ON SOFTWARE, SIGPLAN NOTICES, JUNE 1975, 10(6), 347-357.
DESCRIPTION:

IN ORDER TO DEVELOP SOME BASIC INFORMATION ON SOFTWARE ERRORS, AN EXPERIMENT
IN COLLECTING DATA ON TYPES AND FREQUENCIES OF SUCH ERRORS WAS CONDUCTED AT
8ELL LABORATORIES.

THE PAPER REPORTS THE RESULTS OF THIS EXPERMENT, WHOSE 98JECTIVES WERE
TO: (1) DEVkLOP AND UTILIZE A SET OF TERMS FOR DESCRIBING POSSIBLE TYPES OF
ERRORS, THEIR NATURE, AND THEIR FREQUENCY; (2) PERFORM A PILOT STUDY TO
DETERMINE IF DATA OF THE TYPE REPORTED IN THIS PAPER COULD BE COLLECTED;
(3) INVESTIGATE THE ERROR DENSITY AND ITS CORRESPINDENCE TO PREDICTIZNS
FROM PREVIOUS DATA REPORTED; (4) DEVELOP DATA ON HOW RESOURCES ARE EXPCNDED
IN DEBUGGING.

A PROGRAM OF APPROXIMATELY 4K MACHINE INSTRUCTIONS (FINAL SIZE) WAS

CHOSEN. PROGRAMMERS WERE ASKED TO FILL OUT FOR EACH ERROR, IN ADDITION T0
THE REGULAR TROUBLE REPORT/CORRECTION REPORT (TR/CR) FORM, A SPECIAL
SUPPLEMENTARY TR/CR FORM FOR THE PURPOSES OF THIS EXPERIMENT. SIXTY-THREE
TR/CR AND SUPPLEMENTARY FORMS WERE COMPLETED DURIVG THE TEST AND INTEGRATION
PHASE OF THE PROGRAM.

IN GENERAL, THE DATA COLLECTED WERE FELT TO BE ACCURATE ENOUGH FOR THE
PURPOSES OF THE ANALYSES PRESENTED. THE 63 FORKS REPRESENTED A LITTLE
OVER 1-1/2% OF THE TOTAL NUMBER OF MACHINE INSTRUCTIONS OF THE PROGRAM (IN
GOOD AGREEMENT WITH THE 1% TO 2X RANGE NOTED IN PREVIOUS STUDIES).

IT WAS DISCOVERED THAT A LARGE PERCENTAGE OF THE ERRORS WAS FOUND BY
dAND PROCESSING (WITHOUT THE AID OF A COMPUTER). THIS METHOD WAS FOUND TO
BE MUCH CHEAPER THAN TECHNIQUES INVOLVING MACHINE TESTING.
11P, 3R.

39G PROGRAMMING LANGUAGES
SIME, M.E. "SO 1 SAID IN THE MOST NATURAL WAY IF X=O THEN BEGIN ... " THE
EMPIRICAL STUDY OF COMPUTER LANGUAGES (MEMO NO. 132). SHEFFIELD, ENGLAND:
UNIVERSITY OF SHEFFIELD, DEPARTMENT OF PSYCHOLOGY, UNDATED.
DESCRIPTION:

DESIGNERS GF COMPUTER LANGUAGES NEED EMPIRICAL STUDIES WHICH WILL SHOW HOW
TO MAKE SYNTACTIC CONSTRUCTIONS EASY TO USE. THE RESULTS OF SOME
EXPERIMENTS ON THE SYNTAX OF CONDITIONAL CONSTRUCTIONS, CARRIED O0,T BY THE
AUTHOR AND HIS COLLEAGUES, ARE DESCR!BED AND CONCLUSIONS ARE DRAWI FOR THE
DESIGN OF PROCEDURAL LANGUAGES. (A)
36P, 15R.

I

-16

-



391 PROGRAMMING LANGUAGES
SINE, M.E., ARBLASTER, A.T.,. GREEN, T.R.Gý REDUCING PROERAMMING ERRORS iN
NESTED CONDITIONALS BY PRESCRIBING A WRITING PROCEDURE. INTERNATIONAL JOURNAL
OF MAN-MACHINE STUDIES, 1977, 9, 119-126.
DESCRIPTION:

WAYS TO REDUCE CARELESS PROGRAMMING ERRORS WERE INVESTIGATED.
NON-PROGRAMMERS LEARNT TO WRITE NESTED CONDITICNAL PROGRAMS IN ONE Cl
THREE CONDITIONS: AN AUTOMATIC SYNTAX CONDITION, IN WHICH SYNTACTIC ERRORS
WERE IMPOSSIBLE BECAUSE PROGRAMS WERE MADE UP FROM WHOLE SYNTACTIC
CONSTRUCTIONS RATHER THAN FROM SINGLE WORDS; A PROCEDURAL CONDITION, IN
WHICH PROGRAMS WERE WRITTEN WORD BY tIORD AS USUAL, BUT A WELL-DEFINED
PROCEDURE WAS PRESCRIBED TO HELP SUBJECTS WRITE NESTED CONDITIONALS
CORRECTLY; AND A PLAIN CONDITION RESEMBLING STANDARD PROGRAMMING TUITION.
IN WHICH SUBJECTS WERE TOLD THE STRUCTURE OF THE LANGUAGE BUT WERE GIVEH
NO GUIDE TO HELP IN WRITING. SIGNIFICANTLY MORE ERROR-FREE PROGRAMS WERE
WRITTEN IN THE PROCEDURAL CONDITION THAN IN THE PLAIN CONDITION, SHOWING
THAT EXPLICIT PROCEDURES CAN IMPROVE PROGRAMMING SUCCESS. AT LEAST IN THESE
CONDITIONS. IN THE AUTOMATIC CONDITION THE SUCCESS RATE WAS STILL HIGHER,
SHOWING THAT THE PROCEDURE WE USED COULD STILL BE IMPROVED. THESE RESULTS,
AND THE OUTCOMES OF FURTHER ANALYSES. BEAR ON RECOMMENDATIONS-BY THE
"STRUCTURED FROGRAMMING" SCHOOL TO FOLLOW EXPLICIT PROCEDURES WHEN WRITING
PROGRAMS, AND ALSO ON PREVIOUS WORK ON THE DESIGN OF EASILY-USED
PROGRAMMING LANGUAGES. (A)

392 PROGRAMMING LANGUAGES
SINE, M.E., ARBLASTER, A.T., & GREEN, T.R.G. STRUCTURING THE PROGRAMMER'S
TASK. JOURNAL OF OCCUPATIONAL PSYCHOLOGY, 1977, 50, 205-216.
DESCRIPTION:

COMPUTER PROGRAMMING COULD BE MADE EASIER. THIS PAPER GIVES A SHORT ACCOUNT
OF THE AUTHuRS' EMPIRICAL STUDIES OF PROGRAMMING, SHOWING THAT VERY
CONSIDERABLE IMPROVEMENTS CAN Bý OBTAINED BOTH FOR BEGINNERS AND FOR
PROFESSIONALS. THE IMPROVEMENTS ARE RELATED TO, THOUGH NOT WHOLLY DEPENDENT
ON, THE NEW CONCEPTS OF 'STRUCTURED PROGRAMMING'; WE HAVE FOUND WAYS TO
IMPROVE BOTH THE PROGRAMMING LANGUAGE ISELF AND THE PROCEDURES USED BY THE
PROGRAMMER. PSYCHOLOGICAL EXPLANATIONS OF THE EFFFCTS ARE OFFERED AND THE
LIMITATONS OF PRESENT FINDINGS ARE NOTED. (A)
12P, 18R.

393 PROGRAMMING LANGUAGES
SINE, M.E., FITTER, M., & GREEN. T. WHY IS PROGRAMMING COMPUTERS SO HARD?
NEw BEHAVIOUR. SEPTEMBER 1975, 378-381.
DESCRIPTION:

THE PROBABILITY OF WRITING A CORRECtLY UNDERSTOOD PROGRAM CAN BE
CONSIDERABLY IMPROVED BY BETTFR PROGRAMMING LANGUAGF IESIGN. PROGRAMMING
LANGUAGES ARE GENERALLY DESIGNED, HOWEVER, IN THE TOYAL ABSENCE OF
EMPIRICAL DATA AND PRIMARILY ON THE 6ASIS OF IN7UITION AND GUESSWORK. THIS
PAPER BRIEFLY OUTLINES THE ROLE THAT PSYCHOLOGY SHOULD PLAY IN DESIGNING
4ORE EFFECTIVE PROGRAMMING LANGUAGES. (MEA)
4P, 3R.
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394 PROGRAMMING LANGUAGES
SIME, M.E., GREEN, T.R.G., & GUEST, D.J. PSYCHOLOGICAL EVALUATION OF TWO
CONDITIONAL CONSTRUCTIONS USED IN COMPUTER LANGUAGES. INTERNATIONAL JOURNAL OF
MAN-MACHINE STUDIES, 1973, 5, 105-113.
DESCRIPTION:

THERE IS A NEED FOR EMPIRICAL EVALUATION OF PROGRAMMING LANGUAGES FOR
"W.SKILLED USERS, BUT IT IS MORE EFFECTIVE TO COrPARE SPECIFIC FEATURES COMMON
TO MANY LANGUAGES THAN TO COMPARE COMPLETE LANGUAGES. THIS CAN BE DONE BY
DEVISING MICRO-LANGUAGES STRESSING THE FEATURE OF INTEREST, TOGETHER WITH A
SUITABLE SUBJECT MATTER FOR THE PROGRAMS. TO ILLUSTRATE THE POWER OF THIS
APPROACH TWO CONDITIONAL CONSTRUCTIONS ARE COMPARED: A NESTABLE CONSTRUCTION,
LIKE THAT OF ALGOL 60. AND A BRANCH-TO-LABEL CONSTRUCTION, AS USED IN MANY
SIMPLER LANGUAGES. THE FORMER IS EASIER FOR UNSKILLED SUBJECTS. POSSIBLE
REASONS FOR THIS FINDING ARE DISCUSSED. %A)
9P, 8R.

395 PROGRAMMING LANGUAGES
SIME, M.E., GREEN, T.R.G., & bUEST, D.J. SCOPE MARKING IN COMPUTER
CONDITIONALS -- A PSYCHOLOGICAL EVALUATION. INTERNATIONAL JOURNAL OF MAN-
MACHINE STUDIES, 1977, 9, 107-118.
DESCRIPTION:

IN A PREVIOUS PAPER THE AUTHORS REPORTED THAT IT WAS EASIER FOR
NON-PROGRAMMERS TO LEARN TO USE NESTED CONDITIONAL CONSTRUCTIONS THAN
JUMPING, OR BRANCH-TO-LABEL, CONSTRUCTIONS; HOWEVER, AS ONLY SINGLE
SITUATIONS dERE STUDIED, THE CONCLUSIONS WERE NECESSARILY RESTRICTED. THE
PRE•ENT STUDY EXTENDS THE COMPARISON TO THE MORE GENERAL CASE 6HERE NESTING
REGUIRES 'SLOPE MARKERS' TO DISAMBIGUATE THE SYNTAX. THE RESULTS SHOWED.
IF THE SCOPE MARKERS WERE SIMPLY THE BEGIN AND END OF ALGOL 6( (ABBREVIATED
NEST-BE) THEN THE ADVANTAGE OF NESTING OVER JUMPING WAS WEAKENED; BUT IF
THE SCOPE MARKERS CARRIED REDUNDANT INFORMATION ABOUT THE CONDITIONAL
TESTED (NEST-INE) (FOR IF-NOT-END) OERFORMANCE WAS EXCELLENT, PARTICULARLY
AT DEBUGGING. IT SEEMS NECESSARY TO DISTINGUISH SEQUENCE INFORMATION IN A
PROGRAM, WHICH DESCRIBES THE ORDER IN WHICH THINGS ARE DONE, FROM TAXON
INFORMATION, WHICH DESCRIBES THE CONDITIONS UNDER WUICH A GIVEN ACTION IS
PERFORMED. CONVENTIONAL PROGRAM4ING LANGUAGES OBSCURE THE TAXON
INFORMATION. THE ADVANTAGE OF NESTIt4 OVER JUMPING, WE SPECULATE, IS IN
CLARIFYING THE SEQUENCE INFORMATION BY REDUNDANT RE-CODING IN SPATIAL TERMS;
THE ADDED ADVANTAGE OF NEST-INE OVER NEST-BE IS THAT IT CLARIFIES THE TAXON
INFORMATION. IT IS BECAUSE DEBUGGING REQUIRES TAXON INFORMATION THAT
NEST-INE IS SO MUCH SUPERIOR. ON THIS VIEW ONE WOULD EXPECT THAT IN
DECISION TABLE AND PRODUCTION SYSTEM LANGUAGES, WHERE THE TAXON INFORMATION
IS EXPLICIT BUT THE SEQUEPCE INFORMATION IS OBSCURED, THE REVERSE PHENOMENA
SHOULD (.CCUR. BECAVSE DEBUGGING REQUIRES SEQUENCE INFORMATION AS WELL
AS TAXON INFORMATZON, A DEVICE THAT CLARIFIED THE SEQUENCE WOULD GREATLY
IMPROVE SUCH LANGUAGES. (A)
12P, I1R.

396 SOFTWARE DEVELOPMENT
SLAUGHTER, J.B. UNDERSTANDING THE SOFTWARE PROBLEM. AFIPS CONFERENCE
PROCEEDINGS, 1974, 43, 333-336.
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397 COMPARISON OF NORMAL BATCH PROCESSING WITH FAST TURNAROUND
SMITH, L.B. A COMPARISON OF BATCH PROCESSING AND INSTANT TURNAROUND.
COMMUNICATIONS OF THE ACM, 1967, 10, 495-500.
DESCRIPTION:

A STUDY OF THE PROGRAMMING EFFOkTS OF STUDENTS IN AN INTRODUCTORY PROGRAM-
MING COURSE IS PRESENTED AND THE EFFECTS OF HAVING INSTANY TURNAROUND (A FEW
MINUTES) AS OPPOSED TO CONVENTIONAL BATCH PROCESSING WITH TURNAROUND TIMES
OF A FEW HOURS ARE EXAMINED. AMONG THE ITEMS COMPARED ARE THE NUMBER OF
COMPUTER RUNS PER TRIP TO THE COMPUTATION CENTER, PROGRAM PREPARATION TIME,
KEYPUNCHING TIME, DEBUGGING TIME, NUMBER OF RUNS, AND ELAPSED TIME FROM THE
FIRST RUN TO THE LAST RUN ON EACH PROBLEM. EVEN THOUGH THE RESULTS ARE
INFLUENCED BY THE FACT THAT "BONUS POINTS" WERE GIVEN FOR COMPLETION OF A
PROGRAMMING PROBLEM IN LESS THAN A SPECIFIED NUMBER OF RUNS, THERE IS
EVIDENCE TO SUPPORT "INSTANT" OVER "BATCH". (A)
6P, 4R.

398 STRUCTURED PROGRAM VALIDATION
SNOWDEN, R.A. PEARL: AN INTERACTIVE SYSTEM FOR THE PREPARATION AND VALIDATION
OF STRUCTURED PROGRAMS. SIGPLAN NOTICES, MIRCH 1972, 7(3), 9-26.
DESCRIPTION:

THE PEARL SYSTEM IS AN ATTEMPT TO PROVIDE AN ENVIRONMENT FOR TI:E WRITING OF
CORRECT PROGRAMS. kACILITIES ARE PROVIDED FOR THE CONSTRUCTION AND FILING
OF STRUCTURED PROGRAMS, WHILST TECHNIQUES HAVE BEEN DEVELOPED FOR THE
INCLUSION OF ASSERTIONS INVOLVING ABSTRACT OPEPATIONS AND DATA TYPES. AS A
RESULT, PROGRAMS, POSSIBLY INCOMPLETE, CAN BE COMPILED AND EXECUTED, ANY
ERROR COMMUNICATION WITH THE PROGRAMMER BEING IN TERMS OF THE APPROPRIATE
LEVEL OF HIS SOURCE PROGRAM. (A)

399 SOFTWARE DESIGN
SPITZEN, J.M., LEVITT, K.N., & ROBINSON, L. AN EXAMPLE OF HIERARCHICAL DESIGN
AND PROOF (TECHNICAL REPORT NO. SRI-4079-TR-2). MENLO PARK, CALIFORNIA:
STANFORD RESEARCH INSTITUTE, MARCH 1976. (NTIS NO. AD A02154)

4;0 PROGRAMMING

STANDISK, T.A. OBSERVATIONS AND HIYPOTHESES ABOUT PROGRAM SYNTHESIS MECHANISMS
(AUTOMATIC PROGRAMMING MEMO 9, REPORT NO. 278G). CAMBRIDGE, MASSACHUSETTS:
BOLT BERANEK ANO NEWMAN, COMPUTER SCIENCE DIVISION, DECEMBER 1973.

i 41 SOFTWARE DESIGN

STAY, J.F. HIPO AND INTEGRATED PROGRAM DESIGN. IBM SYSTEMS JOURNAL, 1976,
2, 143-154.
DESCRIPTION:

DISCUSSED IS A PROCEDURE OF HIERARCHICAL FUNCTIONAL DESIGN BY WHICH
PROGRAMMING PROJECTS CAN BE ANALYZED INTO S'STEM, PROGRAM, AND MODULE
LEVELS. IT IS SHOWN THAT PROGRAM DESIGN IS MADE MORE EFFICIENT BY APPLYING
HIERARCHY PLUS INPUT-PROCESS-OUT (HIPO) TECHNIQUES At EACH LEVEL TO FORM AN
INTEGRATED VIEW OF ALL LEVELS. (A)
12P, 1ýiR.
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402 PROGRAMMING LANGUAGES

STEELE, G.L., JR. MACARONI IS BETTER THAN SPAGHETTI. IN PROCEEDINGS OF THE
ACM SYMPOSIUM ON ARTIFICIAL INTELLIGENCE AND PROGRAMMING LANGUAGES, SIGPLAN
NOTICES, AUGUST 1977, 12(8). 60-66 (ALSO: SIGART NEWSLETTER, AUGUST 1977, NO.
64, 60-66)ý
DESCRIPTION:

WE PRESENT A STACK IMPLEMENTATION OF MULTIPLE ENVIRONMENTS SIMILAR IN
PRINCIPLE TO THAT OF BOBROW AND WEGBREIT, BUT BASED ON A MODEL WHICH
PROVIDES BOTH STATIC AND DYNAMIC SCOPING. WE NOTE SOME OF THE PRAGMATIC
CONSEQUENCES OF THIS CHOICE OF MODELS; ONE IS THAT NO UNNECESSARY CONTROL
STACK IS RETAINED FOR CERTAIN IMPORTANT CONSTRUCTIONS SUCH AS "UPWARD
FUNARGS" AND COROUTINES. WE ALSO DISCUSS THE CORRECT TREATMENT OF EXIT
FUNCTIONS, AND THE NEED FOR "ENTRY FUNCTIONS" IF DYNAMIC SWITCHING OF
CONTROL CONTEXIS IS TO BE CONSISTENT. (A)
7P, 16R.

S463 TIME-SHARING
ST. GERMAIN, j.M. CONVERSATIONAL TIME SHARING -- THE PROGRAM DEVELOPMENT
BASE OF THE 701S (TECHNICAL REORT NO. YR OC 2135). IBM CORP., 1970.
DESCRIPTION:

PROVIDES SEVERAL ARGUMENTS AND SOML DATA ON THE SUPERIORITY OF INTERACTIVE
PROGRAMMING OVER BATCH PROGRAMMING. (0)

4404 SOFTWARE ENGINEERING
STOCKENBERG, J.E., & VANDAM, A. SRUCT PROGRAMMING ANALYSIS SYSTEF. IEEE
TRANSACTIONS ON SOFTWARE ENGINEERING, 1975, SE-i, 384-389.

405 COMPUTER PERSONNEL
STREETER, D.N. PRODUCTIVITY 07 COMPUTER-ýiEPENDENT WORKERS. IBM SYSTEMS
JOURNAL, 1975, 14, 292-305.
DESCRIPTION:

BEGINNING WITH A DESCRIPTION OF VARIOUS DEGREES OF COMPUTER DEPENDENCY
AMONG WORKERS, A MODEL OF THE WORKER-COMPUTER PROCESS IS CONSTRUCTED.
THE MODEL DEMONSTRATES THE CHARACTERISTIC FORMS OF FUNCTIONAL DEPENDENCIES
AND SUGGESTS WAYS IN WHICH THESE DEPENDENCIES CAN BE EVALUATED. KEY AMONG
THE MANY CONSIDERATIONS DISCUSSED ARE SUCH PROCESS CHARACTERISTICS AS
SYSTEM CONGESTION, NEEDS AND HABITS OF USERS, AND RELATIVE COSTS. (A)
14P, 9R.

STIEVELER. D.J. "DESIGNING BY COMMITTEE" WORKS -- SOMETIMES. DATAMATION,

MARCH 1978. 24(3), 117; 119-12i.
DESCRIPTION:

THE DESIGN OF COMPLEX SYSTEMS IS A HEURISTIC, RATHER THAN DETERMINISTIC,
PROCEDURE. DESIGNING BY COMMiTTEE AIDS DESIGN BY ALLOWING THE INTERCHANGE
OF INSIGHTS, IDEAS, AND EXPERIENCES. ALTHOUGH IT IS NOT THE CHEAPEST METHOD
OF DESIGN, IT IS THE FASTEST. THIS PAPER INFORMALLY DISCUSSES THE RELATIVE
ADVANTAGES AND DISADVANTAGES CF DESIGNING BY COMMITTEE. (MEA) *

3P, 3R.

467 PROGRAMMING
STRIZENEC, M. SOME APPROACHES TO AN ANALYSIS OF PROGRAMMER THINKING ACTIVITY.
STUDIA PSYCHOLOGICA, 1974, 16, 64-66.
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408 SOFTWARE DEVELOPMENT AIDS
STUCKI, L..G. AUTOMATED TOOLS AND TECHNIQUES ASSISTING IN SOFTWARE DEVELOPMEN4T.
IN E. HOROWITZ (EDO). PRACTICAL STRATEGIES FOR DEVELOPING LARGE SOFTWARE
SYSTEMS. READING, MASSACHUSETTS: %DDISON-WESLEY, 1975, 171-189.
DESCRIPTION!

THE PROBLEM OF SOFTWARE VALIDATION REQUIRES A THOROUGH UNDERSTANDING OF
SOFTWARE BEHAVIOR. THE AUTOMATIC GENERATION OF SELF-METRIC SOFTWARE
OFFERS A POWERFUL AND USEFUL APPROACH TO THE MEASUREMENT OF SOFTWARE
BEHAVIOR AND THE VERIFICATION AND VALIDATION OF EVOLVING SYSTEMS. IN ORDER
TO INCREASE SOFTWARE RELIABILITY, WE MUST DESIGN WITH VERIFICATION AND
VALIDATION CONSTANTLY IN MIND AND CONTINUE TO DEVELOP AN INTEGRATED SET OF
AUTOMATED SUPPORT TOOLS. (MEA)
19P, 6R.

409 SOFTWARE COMPLEXITY
SULLIVAN, J.E. ENGINEERING OF QUALITY SOFTWARE SYSTEMS (VOL.5): MEASURING THE
COMPLEXITY OF COMPUTER SOFTWbRE (REPORT NO. MTR-2648-VOL-5). BEDFORD,
MASSACHUSETTS: 1ITRE CORP., JANUARY 1975. (NTIS NO. AD AO7770)
DESCRIPTION:

THIS REPORT PRESENTS SEVERAL MEASURES OF COMPUTER PROGRAM COMPLEXITY, IN rHE
SENSE OF COMPREHENSiBILITY qR INTELLECTUAL MANAGABILITY. THE MEASURES
CONSIDER THE PROGRAM AS AN ABSTRACT PROCESS, AND SO ARE INDEPENDENT OF
PROGRAMMING LANGUAGE OR IMPLEMENTATION DETAILS. (A)

410 MANAGIN; THE SOFTWARE DEVELOPMENT PROCESS
SUNG, D. ENGINEERING PROCESSES IN MANAGING SOFTWARE SYSTEM DEVELOPMENT.
COMPUTER PERSONNEL, 1977, 7(3), 7-13.

411 PROGRAMMING PRACTICES
SWANSON, E.B. COMPUTER APPLICATION SYSTEoi 'EVELOPMENT: SOME IMPLICATIONS FOR
PROGRAMMING PRACTICE. DATA MANAGEMENT, MAY 1976, 34-38.

412 REQUIREMENTS LANGUAGES
TEICiROEW, D. A SURVEY OF LANGUAGES FOR STATING REQUIREMENTS FOR COMPUTER-BASED
INFORIATION SYSTEMS. AFIPS CONFERENCE PROCEEDINGS, 1972, 41, 1203-1224.

413 COMPUTFR AIdS FOR PROGRAMMING
TEITELMAN, W. PILOT: A STEP TOWARD MAN-COMPUTER SYMBIOSIS (TECHNICAL REFORT
NO. MAC-TR-32). CAMBRIDGE, MASSACHUSETTS: MASSACHUSETTS INSTITUTE OF
TECHNOLOGY, SEPtEMBEP 1966. (NTIS NO. AD 638446)

414 AUTOMATIC PROGRAMMING
TEITELMAN, W. AUTOMATED PROGRAMMING -- THE PROGRAMMER'S AlSISIANT. AFIPS
CONFERENCE PROCEEDINSS, 1972, 41, 917-971.
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415 COMPUTER AIDS FOR PROGRAMMINGTEITELMAN, W. "DO WHAT I MIAN": THE PROGRAMMERIS ASSISTANT. COMPUTERS AND

AUTOMATION, APRIL 1972, 21(4), 8-11.
DESCRIPTION:

THIS ARTICLE DEALS WITH THE DE$.IGN AND ACTUAL IMPLEMENTATION IN A COMPUTER
PROGRAMMING SYSTEM OF "A PROGRAMMER'S ASSISTANT". THE GENERAL FUNCTION OF
THE "PROGRAMMER'S ASSISTANT" IS TO MAKE IT POSSIBLE FOR THE HUMAN PROGRAMMER
TO SAY TO THE COMPUTER "DO WHAT I MEAN* INSTEAD OF "DO WHAT I SAY," AND
"UNDO WHAT I JUST TRIED -- IT DID NOT WORK," INSTEAD OF LEAVING THE
PROGRAMMER WITH THE SAD CONSEQUENCES OF HIS ACTUAL INSTRUCTIONS.

IN OTHER WORDS, THE PROGRAMMER'S ASSISTANT DEALS WITH SUCH FACTORS AS:
EASE OF INTERACTION, LEVEL OF INTERACTION, FORGIVENESS FOR ERRORS (BOTH
SPELLING ERRORS AND ERRORS OF THOUGHT), GOING BACK AND TAKING A DIFFERENT
PATH, CHANGING ONE'S MIND, ETC., AND IN GENERAL, TME PROGRAMMER'S
ENVIRONMENT.

THIS AREA OF IMPROVEMENT IN INTERACYIVE PROGRAMMING IS IMPORTANT. FOR
MANY APPLICATIONS, THE PROGRAMMER'S ENVIRONMENT INFLUENCES, AND TO A LARGE
EXTENT DETERMINES, WHAT SORT OF PROBLEM HE CAN IACKLE, AND HOW FAR KE CAN
GO IN A GIVEN TIME. IF THE "ENVIRONMENT" IS "COOPERATIVE" AND "HELPFUL,"
THEN THE PROGRAMMER CAN BE MORE AMBITIOUS AND PRODUCTIVE. IF NOT, HE
MAY SPEND MUCH OF HIS TIME AND ENERGY PERFORMING ROUTINE CLERICAL TASKS AND
"FIGHTING THE SYSTEM." (A)
4P, 3R.

i

416 COMPUTER AIDS FOR PROGRAMMING
TEITELMAN, U. TOWARD A PROGRAMMING LABORATORY. IN P. NAUR, B. RANDALL, &
J. N. BUXTON (EDS.), SOFTWARE ENGINEERING: CONCEPTS AND TECHaIQUES. NEW YORK:
PETROCELLI/CHARTER, 1976, 275-287.
DESCRIPTION:

THIS PAPER DISCUSSES THE FEASIBILITY AND DESIRABILITY OF CONSTRUCTING A
"PROGRAMMING LABORATORY" WHICH WOULD CO-OPERATE WITH THE UIER IN THE
DEVELOPMENT OF HIS PROGRAMS, FREEING HIM TO CONCENTRATE MORE FULLY ON THE
CONCEPTUAL DIFFICULTIES OF THE PROBLEM HE WISHES TO SOLVE. EXPERIENCE
WITH SIMILAR SYSTEMS IN OTHER FIELDS INDICATES THAT SUCH A SYSTEM WOULD
SIGNIFICANTLY INCREASE THE PROGRAMMER'S PRODUCTIVITY.

THE PILOT SYSTEM, IMPLEMENTED WITHIN THE INTERACTIVE BBN LISP SYSTEM,
IS A STEP IN THE DIRECTION OF A PROGRAMMING LABORATORY. PILOT OPERATES AS
AN INTERFACE BETWEEN THE USER AND HIS PROGRAMS, MONITORING BOTH THE REQUESTS
OF THE USER AND THE OPERA7iON OF HIS PROGRAMS. FOR EXAMPLE, IF PILOT
DETECTS AN ERROR DURING THE EXECUTION OF A PROGRAM, IT TAKES THE APPROPRIATE
CORRECTIVE ACTION BASED ON PREVIOUS INSTRUCTIOKS FROM THE USER. SIMILARLY,
THE USER CAN GIVE DIRECTIONS TO PILOT ABOUT THE OPERATION OF HIS PROGRAMS,
EVEN WHILE THEY ARE RUNNXNG, AND PILOT WILL PERFORM THE WORK REQUIRE6. IN
ADDITION, THE USER CAN EASILY MODIFY PILOT BY INSTRUCTING IT ABOUT ITS OWN
OPERATION AND THUS DEVELOP HIS OWN LANGUAGE AND CONVENTIONS FOR INTERACTINC
WITH PILOT.

SEVERAL EXAMPLES ARE PRESENTED. (A)
1iP, IOR.

417 STRUCTURED PROGRAMMING

TENNY, T. STRUCTURED PROGRAMMING IN FORTRAN. DATAMATION, JULY 1974, 20, PP.
11.-111; 113; 115.
DESCRIPTIONi

THE INDUSTRY'S INVESTMENT IN FORTRAN WILL KEEP IT AROUND A WHILE, HOWEVER,
STRUCTURED PROGRAMMING CAN BE DONE IN FOPTRAN IF CERTAIN RULES ARE FOLLOWED.

NUMBERING OF STATEMENTS SHOULD ONLY BE IN INCREASING ORDER. BLOCKING AND
NESTING SHOULD BE INDICATED BY BLANK COMMENTS AND INDENTATION. IF, GOTO,
AND COMPUTED COTO STATEMENTS SHOULD BE USED FOR THE PURPOSES OF REPEAT,
WhILE, CASE, AND MORE GENERALIZED IF-THEN (-ELSE) CONSTRUCTS. THESE
SHOULD ALSO BE DESIGNATED BY STANDARD COPMENTS. THE INTENT OF STRUCTURED
PROGRAMMING, MODULARITY, TOP-DOWN D:SIGN, CAN BE CARRIED OLIT IN FORTRAN WITH
PROPER M4NAGEMENT AND PROFESSIONAL STANDARDS. (GDC)
4P, 6R.
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418 GENERAL DISCUSSION OF HUMAN FACTORS IN COMPUTER SYSTEMS
TESTA, C.J. BEHAVIORAL FACTrRS IN INFORMATION SYSTEMS. COMPUTERS AND PEOPLE,
APRIL 1974, 23(4), 13-17.
DESCRIPTION:

THE NEED FOR BETTER UNDERSTANDING OF HUMAN BEHAVIOR IN INFORMATION SYSTEMS
IS BECOMING INCREASINGLY APPARENT. TRADITIONALLY, INFORMATION SPECIALISTS
HAVE CONCENTRATED THEIR EFFORTS ON HARDWARE/SOFTWARE PROBLEMS. AS A RESULT,
SOPHISTICATED INFORMATION SYSTEMS WERE OFTEN DEVELOPED, BUT PEOPLE
EXPERIENCED DIFFICULTY IN INTERACTING WITH THE COMPLEX SYSTEMS. SINCE
INFORMATION SYSTEMS ARE USED, OPERATED, AND MAINTAINED BY PEOPLE, THE DESIGN
OF EFFECTIVE INFORMATION SYSTEMS WILL ONLY RESULT IF MENIS GEHAVIOkAL
CAPABILITIES ARE TAKEN INTO CONSIDERATION. IN THIS ARTICLE, MAN'S
PERCEPTUAL AND COGNITIVE CAPABILITIES WILL BE EXAMINED AS IPPORTANT
DETERMINANTS OF THE DESIGN OF INFORMATION SYSTEMS. (A, ABBR)
5P, 12R.

419 PROGRAMMING
THAYER, T.A. UNDERSTANDING SOFTWARE THROUGH ANALYSIS OF EMPIRICAL DATA
(TECHNICAL REPORT NO. R-77-237). REDONDO BEACH, CALIFORNIA: TRW, UNDATED.
DESCRIPTION:

THIS PAPER DISCUSSES THE COLLECTION AND ANALYSIS OF DATA AVAILABLE DURING
DEVELOPMENT, TESTING, AND OPERATIONAL USE OF SOTWARE SYSTEMS AS A MEANS OF
DkTERMINING SOFTWARE QUALITY IN QUANTIFIABLE TERMS. THE APFROACH TO DATA
COLLECTION AND ANALYSIS TAKEN BY TRW IN A STUDY OF FOUR SOFTWARE SYSTEMS IS
DESCRIBED INCLUDING SOME STUDY RESULTS AND IDENTIFICATION OF NECESSARY
IMPROVEMENTS IN THE COLLECTION AND ANALYSIS PROCESSES. TnIS PAPER TREATS
BOTH THE LONG-RANGE AND THE NEAR-TERM PAYOFFS OF SUCH STUDIES IN AN ATTEMPT
TO ANSWER THE QUESTION, "WHY COLLECT DATA AT ALL?" (A)
23P, 12R.

420 NATURAL-LANGUAGE DIALOGUE

STHOMAS, J.C. A METHOD FOR STUDYING NATURAL LANGUAGE DIALOGeIE (TECHNICAL REPORT

RC-5882). YORKTOWN HEIGHTS, NEW YORK: IBM WATSON RESEARCH CENTER, FEBRUARY
1976. (NTIS NO. AD A341288)

421 Q.!ANTIFIERS IN QUERY LANGUAGES
THOMAS, J.C. QUANTIFIERS AND QUES1ION-ASKING (TECLNICAL REPORT NO. RC 5866).
YORKTOWN HEIGHTS, NEW YORK: IBM WATSON RESEARCH (EaTER, FEBRUARY 1976.
(NTIS NO. AD A043332)
DESCRIPTION:

DATA CONCERNING THE USE OF UNIVERSAL QUANTIFYER!, IN QUESTION-ASKING IS
PRESENTED. THESE DATA WERE COLLECTED IN A VARIiTY OF PROCEDURES USING
NON-PROGRAMMERS. THESF NON-PROG(ý(MERS VARIOUSLY TRANSLATED ENGLISH
QUESTIONS INTO A QUERY LANGUAGQ, 6ENERATED THEIR OWN ENGLISH QUESTIONS,
TRANSLATED VENN DIAGRAMS INIC ENGLISH OR VICS VERSA, GAVE JUDGMENTS ABOUT
THE CONSISTENCY OF TWO ENGLISH STATE'ENTS, OR AANUALLY LOOKED UP ANSWERS TO
QUESTIONS. SUBJECTS SHOW", -ONSIDERtgLE DIFFICULTY WITH THE LOGICIAN'S
NOTATIONS OF SET RELATIONS (EXCEPT DISJUNCTIOt;) ON ALL TASKS. THE
INTERPRETATIOMiS GIVEN QUANTIFIED~ SENTENCES VAkIED BETWEEN SUBJECTS ON A
GIVEN TASK AND EVEN WITHIN 0 SUBJECT, BETWEEN TASKS. GENERALLY SPEAKING,
5UBJECTS GAVE INTERPRETATIOIS CONSISTENT WITH QUANTIFIED NATURAL LANGUAGE
QUESTIONS OR VENN DIAGRAMS, BUT NOý EQHIVALENr TO THEM. SUBJECTS USED
EXPLICIT SET SPECIFICATIONS 4ARELY IN S.PONTANEOUS ENGLISH.

TENTATIVE SIOGGESTIONS ARE MADE FOR THE DESIGN OF FORMAL AND NATURAL-
LANGUAGE QUEST JN-ANSWER INTERFACES. 4k)
32P, 31R.
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422 NATURAL-LANGUAGE DIALOGUE
THOMAS, J.C. A DESIGN-INTERPRETATION ANALYSIS OF NATURAL ENGLISH WITH
APPLICATIONS TO MAN-COMPUTER INTERACTION (TECHNICAL REPORT RC-6581). YORKTOWN
HEIGHTS, NEW YORK: IBM WATSON RESEARCH CENTER, JUNE 1977. (NTIS NO.
AD A056121)

423 QUERY LANGUAGES
THOMAS, J.C., & GOULD, J.D. A PSYCHOLOGICAL STUDY OF QUERY BY EXAMPLE. AFIPS
CONFERENCE PROCEEDINGS, 1975, 44, 439-445 (ALSO IBM REPORT RC-5124, IBM WATSON
RESEARCH CENTER, YORKTOWN HEIGHTS, NEW YORK, NOVEMBER 1974).
DESCRIPTION:

THIRTY-NINE NON-PROGRAMMERS WERE TAUGHT ZLOOF'S QUERY BY EXAMPLE SYSTEM IN
ORDER TO PROVIDE BEHAVIORAL DATA PRIOR TO IMPLEMENTATION. THIS TRAINING
TOOK LESS THAN THREE HOURS. THEN SUBJECTS WERE GIVEN 40 TEST QUESTIONS IN
ENGLISH WHICH THEY TRANSLATED INTO QUERY BY EXAkPLE. SUBJECTS ALSO RECORDED
THE TIME TO WRITE EACH QUERY AND THEIR CONFIDENCE ABOUT BEING CORRECT.
SIXTY-SEVEN'PER CENT OF THE QUERIES WERE WRITTEN CORRECTLY. SUBJECTS
AVERAGED 1.8 MINUTES TO WRITE QUERIES. QUERY DIFFICULTY COULD LARGELY BE
PREDICTED FROM A LINEAR REGRESSION BASED ON OBJECTIVE COMPLEXITY MEASURES.
CONFIDENCE RATING %4AS ALSO AN EXCELLENT PREDICTOR OF QUERY DIFFICULTY.
SUBJECTS HAD DIFFICULTY WITH QUANTIFICATION BUT LITTLE TROUBLE WITH LINKING
VARIABLES, CONJUNCT'ONS OR DISJUNCTIONS. IN A TWO-WEEK RETEST, FOUR OF SIX
SUBJECTS SHOWED NEARLY PERFECT RETENTION OF THE SYSTEM RULES.
RECOMMENDATIONS TO HELP PREVENT CERTAIN ERROR TYPES ARE MADE. (A)
7P, 17R.

424 SOFTWARE DESIGN
THOMAS, J.C., MALHOTRA, A., & CARROLL, J.M. AN EXPERIMENTAL INVESTIGATION OF
THE DESIGN PROCESS (TECHNICAL REPORT RC-6702). YORKTOWN HEIGHTS, NEW YORK:
IBM WATSON RESEARCH CENTER, AUGUST 1977.

425 PROGRAMMING LANGUAGES
TRAVIS, L., HONDA, M., LEBLANC, R., & ZEIGLER, S. DESIGN RATIONALE FOR
TELOS, A PASCAL-BAS2D Al LANGUAGE. IN PROCEEDINGS OF THE ACM SYMPOSIUM ON
ARTIFICIAL INTELLIGENCE AND PROGRAMMING LANGUAGES, SICPLAN NOTICES, AUGUST
1977, 12(8), 67-76. (ALSO: SIGART NEWSLETTER, AUGUST 1977, NO. 64, 67-76).
DESCRIPTION:

TELOS IS A PASCAL-BASED Al LANGUAGE INTENDED TO FACILITATE EFFICIENT
DEVELOPMENT OF EFFICIENT, WELL-STRUCTURED PROGRAMS. THE DESIGN EMPHASIZES
POWERFUL DATA ABSTRACTION AND CONTROL ABSTRACTION MECHANISMS RATHER THAN THE
PROVISION OF PARTICULAR HIGH-LEVEL CONSTRUCTS. AMONG THE MANY CAPABILITIES
OF TELOS ARE THOSE INTENDED TO MAKE IT-ESPECIALLY SUITABLi FOR SYSTEMATIC
AI MODEL BUILDING, FOR EXAMPLE, IN THE AREAS OF KNOWLEDGE REPRESENTATION,
PLANNING, AND REASONING. AN EVENT FACILITY IS PROVIDED WHICH UNIFIES THE
HANDLING OF CONDITIONAL INTERRUPTS (DEMONS), PROCESS SUSPENSION, PROCESS
COMMUNICATION AND EXECUTION FAULTS. THE CONTEXT-DEPENDENT TELOS DATA BASE
IS REFERENCEABLE EITHER ASSOCIATIVELY OR DIRECTLY. (A)
loP, 14R.
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426 COMMAND LANGUAGE DESIGN BASED ON "MENTAL WORK" REQUIRED
TREU, S. INTERACTIVE COMMAND LANGUAGE DESIGN BASED ON REeU7RED MENTAL WORK.
INTERNATIONAL JOURNAL OF MAN-MACHINE STUDIES, 1975, 7, 135-149.
DESCRIPTION:

ALTHOUGH THE DEFINITION OF "MENTAL UORK" REMAINS ELUSIVE, SYSTEMATIC
MEANS/METHODS SHOULD BE CONSIDERED FOR GAINING EVIDENCE ABOUT INTERACTIVE
LANGUAGE FEATURES REQUIRING MORE/LESS EFFORT OF THE HUMAN MIND. THE
SUGGESTED APPROACH EMPLOYS A STRUCTURING OF THE USER'S CONCEPTUAL REFERENCE
SPACES INTO SETS OF "ACTION PRIMITIVES", PECULIAR TO THE TYPE OF COMPUTER-
AIDED TASK INVOLVED. AN INTERACTIVE COMMAND LANGUAGE CAN THEN BE REGARDED
AS THE RANGE OF SOME TRANSFORMATION ON THE USER'S SET OF ACTION PRIMITIVES.
THE NATURE AND EFFICIENCY OF THAT TRANSFORMATION, IN CONJUNCTION WITH THE
INHERENT NUMBER OF MENTAL ASSOCIATION LINKS, ARE HYPOTHESIZED TO HAVE
DIRECT RELATIONSHIPS TO THE LEVEL OF REQUIRED MENTAL WORK. THE USER'S
DELAY OR "THINK TIME", EXPENDED IMMEDIATELY PRECEDING COMMAND U-ILIZATION,
IS ONE MEASURABLE QUANTITY THAT SHOULD BE USEFUL AS A WORK LEVEL INDICATOR.
(A)
15P, 12R.

427 SYSTEM DOCUMENTATION
TSICHRZTZIS, D. MODULAR SYSTEM DESCRIPTION (TECHNICAL REPORT NO. 33).
TORONTO, ONTARIO, CANADA: UNIVERSITY OF TORONTO, DEPARTMENT OF COMPUTER SCIENCE,
1971.

428 PROGRAMMING LANGUAGES
TUCKER, A. VERY HIGH-LEVEL LANGUAGE DESIGN: A VIEWPOINT. COMPUTER
LANGUAGES, 1975, 1, 3-16.
DESCRIPTION:

RECENT DEVELOPMENTS IN VERY ILGH-LEVEL LANGUAGE DESIGN IlDICATE THAT THESE
LANGUAGES HOLD GREAT PROMISE FOR IMPROVING THE LEVEL OF MAN-MACHINE
COMMUNICATION, AND HENCE, IMPROVING COMPUTER AND PROGRAMMER UTILIZATION.
(ESSENTIALLY, A VERY HIGH-LEVEL LANGUAGE ONE WHICH ALLOWS THE PROGRAMMER
TO SPECIFY WHAT TO DO, RATAER THAN HOW TO DO ITJ) THIS PAPER SURVEYS
THESE DEVELOPMENTS, OUTLINES THE GOALS TO WHICH AN "IDEAL" VERY HIGH-
LEVEL LANGUAGE SHOULD ASPIRE, AND THEN PRESENTS THE DESIGN O. A VERY HIGH-
LEVEL LANGUAGE THAT WOULD MEET THESE GOALS. THIS DESIGN IS PRESENTED IN THE
INTEREST Ot LAYING BARE SOME BASIC DESIGN AND IMPLEMENTATION QUESTIONS THAT
ARE INHERENT TO SUCH AN ACHIEVEMENT. THE PAPER THEN DISCUSSES THESE
QUESTIOt.S, INDICATING BOTH OLD AND NEW RESEARCH PROBLEMS WHICH THEY SUGGEST.
(A)
14P, 11R.

429 PROGRAM SYNTHESIS
ULRICH, J.W., & MOLL, R. PROGRAM SYNTHESIS BY ANALOGY. IN PGOCEEDINGS OF
THE ACM SYPPOSIUM ON ARTIFICIAL INTELLIGENCE AND PROGRAPMING LANGUAGES,
SIGPLAN NOTICES, AUGUST 1977, 12(8), 22-28 (ALSO SIGART NEWSLETTER,
AUGUST 1977, NO. 64. 22-28).
DESCRIPTION:

BY EXTENDING A GIVEN ANALOGY, A KNOWN PROGRAM WHICH SOLVES A GIVEN PROBLEM
IS CONVERTED TO A PROGRAM WHICH SOLVES A DIFFERENT BUT ANALOGOUS PROBLEM.
THE DOMAINS OF T HE TWO PROBLEMS NEED NOT BE THE SAME BUT THEY MUST BE
RELATED BY AN INITIAL SPECIFIED ANALOGY. THERE ARE THREE FEATURES WHICH
DISTINGUISH THE APPROACH. FIRST THE ANALOGY FORMATION EVOLVES GRADUALLY
WITH THE SYNTHESIS OF THE NEW PROGRAM. SECONDLY, THE FORMATION OF THE
ANALOGY IS DIRECTED BY THE CORRECTNESS PROOF OF THE KNOWN PROGRAM.
FINALLY, THE OUTPUT OF THE SYNTHESIS PROCESS PRODUCES A CORRECTNESS PROOF
FOR THE SYNTHESIZED PROGRAM. (A)
7P, 12R.
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430 PROGRAM DESIGN LANGUAGE
VAN LEER, P. TOP"DOWN DEVELOPMENT USING A PROGRAM DESIGN LANGUAGE. IBM
SYSTEMS JOURNAL, 1976, 2, 155-17G.
DESCRIPTION:

DISCUSSE) IS A PROGRAM DESIGN LANGUAGE -- A FORM OF PSEUDOCODE -- THAT HAS
BEEN DEVELOPED AHD USED TO ORGANIZE, TEACH, DOCUMENT, AND DEVELOP SOFTWARE
SYSTEMS. AN EXAMPLE OF TOP-DOWN PROGRAM DESIGN ILLUSTRATES THE KEY STEPS
IN USING THE LANGUAGE: DETERMINING THE REQUIREMENTS, ABSTRACTING THE
FUNCTIONS, EYPANDING THE FUNCTIONS, AND VERIFYING THE FUNCTIONS. SYNTAX
AND CONVENTIONS OF THE LANGUAGE ARE GIVEN IN AN APPENDIX. (0)
16P, 7R.

431 AUTOMATIC PROGRAMMING
WALDINGER, R.J., & LEE, R.C.T. PROW: A STEP TOWARD AUTOMATIC PROGRAM WRITING.
PROCEEDINGS OF THE INTERNATIONAL JOINT CONFERENCE ON ARTIFICIAL INTELLIGENCE,
1969, 241-252.

432 PROGRAMMING LANGUAGES
WARREN, D.H.D., PEREIRA, L.M., & PEREIRA, F. PROLOG -- THE LANGUAGE AND ITS
IMPLEMENTATION COMPARED WITH LISP. IN PROCEEDINGS OF THE ACM SYMPOSIUM ON
ARTIFICIAL INTELLIGENCE AND FROGRAMMING LANGUAGES, SIGPLAN NOTICES, AUGUST
1977, 12(8), 109-115 (ALSO: SIGART NEWSLETTER, AUGUST 1977, No. 64, 109-4'3).
DESCRIPTION:

PROLOG IS A SIMPLE BUT POWERFUL PROGRAMMING LANGUAGE FOUNDED ON SYMBOLIC
LOGIC. THE BASIC COMPUTATIONAL MECHANISM IS A PATTERN MATCHING PROCESS
('UNIFICATION') OPERATING ON GENERAL RECORD STRUCTURES ('TERMS' OF LOGIC).
WE BRIEFLY REVIEW THE LANGUAGE ANO COMPARE IT ESPECIALLY WITH PURE LISP.
THE REMAINDER OF THE PAPER DISCUSSES TECHNIQUES FOR IMPLEMENTING PROLOG
EFFICIENTLY; IN PARTICULAR, WE DESCRIBE H3W TO COMPILE THE PATTERNS
INVOLVED IN THE MATCHING PROCESS. THESE TECHNIQUES ARE AS INCORPORATED IN
OUR DECSYSTEM-10 PROLOG COMPILER (WRITTEN IN PROLOG). THE CODE IT GENERATES
IS COMPARABLE IN SPEED WITH THAT PRODUCED BY EXISTING DECIO LISP COMPILERS.
WE ARGUE THAT PATTERN MATCHING IS A BETTER METHOD FOR EXPRESSING OPERATIONS
ON STRUCTURED DATA THAN CONVENTIONAL SELECTORS AND CONSTRUCTORS -- BOTH FOR
THE USER AND FOR THE IMPLEMENTOR. (A)
7P, 15R.

433 PROGRAMMING LANGUAGES
WASSERMAN, h I. ISSUES IN PROGRAMMING LANGJASE DESIGN: AN OVERVIEW. SIGPLAN
NOTICES, JULY 1975, 10(7), 10-12.
DESCRiPTION:

SEVERAL KEY QUESTIONS CAN BE RAISED CONCERNING THE DESIGN OF PROGRAMMING
LANGUAGES. HOW DO WE DEVELOP A PROGRAMMING MECHANISM WHICH CAN ACCURAtELY
MIRROR LOGICAL THINKING? FURTHERMORE, HOW DO WE DEVELOP A TOOL WHICH IS
SUITABLE FOR STEPWISE REFINEMENT OF THE PROBLEM FROM ITS ABSTRACT FORM TO
ITS "ELABORATED" FORM IN A "NAIURAL" WAY? LAST, HOW THEN DOES SUCH f
LANGUAGE GET INTRODUCED AND ACCEPTED BY THE GENERAL PROGRAPPING COMMUNITY
SO THAT IT RAISES THE QUALITY OF SOFTWARE PRODUCTION? THESE ARE THE MAIN
QUESTIONS WHICH UNDERLIE PRESENTED RESEARCH AND DEVELOPMENT IN THE FIELD OF
PROGRAMMING LANGUAGES. (A. ABBR.)
3P, 44R.

434 PROGRAMMING METHODOLOGY
WEGBREIT, U. GOAL-DIPECTED PROGRAM TRANSFORMATION. IEEE TRANSACTIONS ON
SOFTWARE ENGINEERING, 1976, SE-2, 69-79.
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435 HISTORY OF PROGRAMMING LANGUAGFS
WEGNER, P. PROGRAMMING LANGL'AGES -- THE FIRST 25 YEARS. IEEE TRANSACTIONS
ON COMPUTERS, 1976, C-25. 1707-1225.

436 PROGRAMMING
WEINBERG, G.M. THE PSYCHOLOGY OF COMPUTER PROGRAMMING. NEW VORK: 14AN NOSTFAND
REINHOLD, 1971.

* DESCRIPTION:
THE PRINCIPAL GOAL OF THIS BOOK IS TO ESTABLISH A FRtMEWORK FOR VIEWING
COMPUTER PROGRAMMING AS A HUIPAN ACTIVITY. THE AREAS CONSIDEFRED INCLUDE
PROGRAMMING AS HUMAN PERFORMANCE, PROGRAMMING AS A SOCIAL ACTIVITY,
PROGRAMMING AS AN INDIVIDUAL ACrIVITY, AND PROGRAMMING TOOk.S. EXPERIMENTAL
RESULTS ARE PRESENTED AND EACH CHAPTER IS FOLLOWED BY AN ANNOTATED
9I3LIOGRAPHY. ('1EA)
30l3P, 107R.

47 PROGRAMMER PERFORMANCE
WEINBERG, G.M. THE PSYCHOLOGY OF IMPROVED PROGRAMMING PERFORMANJCE.
DATAMATION, NOVEMBER 1972, 18(11), PP. 82-83; 85.
DESCRIPTION:

THIS PAPER DESCRIBES EXPERIMENTS !HAT TEST THE IMPACT OF SPFCIFIED GOALS 0ON
PROGRAMMING PERFORMANCE. EXPLICITLY STATED GOALS AFFECT BCTH THE PROGRAMS
THAT ARE PRODUCED AND THE ESTIi4ATED TIME REQUIRED FOR COMPLETION. THE
CONFLICTING AND COMPLEMENTARY NATURE OF THE RELATIONS AMONG VARIOUS
GOALS I.S ALSO CONSIDERED. (MEA)
3P, 3R.

438 ERROR VERIFICATION
4EINBERG, G.M., & GRESSETT, G.L. AN EXPERIMENT IN AUTOMAT!C VERIFICATION. OF
PROGRAMS. COM1MU1.4CATIONS OF THE ACMI 1963, 6, 610-613.
DESCRIPTION:

VERIFICATION OF ERRORS INTRODUCED THROUGH THE !STAGES 0; KEYPU1N. .NG h#ND
TRANSCRIPTION IS DISCUSSED. ALTHOUGH THE AFTICLE SPEAK.. 3R~IMARILY TO
KEYPUNCH AN4D SYNTAX ERRORS, IT MAKES SOME CONJECTURES ON k;OW ERRORS
IN CONT-ROL AN~D COMPUTATION STRUCTURES COULD RE DETECTED. THE PAPER DOES

NOT DEAL WITIP PROGRAM~ VERIFICATION APOVE THE SYNTAX LE~VEL AND IT IS NOT
CONCERNED WITH "~PROOFS" OF CORRECTNESS, FLOW ANALYSIS, INPUT OUTPUT, AND
OTHER TOPICS AT THIS LEVEL.
4,P, 2R.
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439 PROGRAMMER P2RFORMANCE
WEINBCRG, G.M., & SCHULMAN, E.L. GOALS AND PERFORMANCE IN COMPOTER DROGRAMMING.
HUMAN FACTORS, 1974, 16, 70-77.
DESCRIPTION:

IN ALL STUDIES OF HUMAN PERFORMANCE, THE EXPERIMENTER MUST BE CERTAIN THAT

THE SUBJECT IS PERFORMING THE TASK THAT THE EXPERIMENTER BELIEVES H! HAS SET.
OTHERWISE RESdl•(S BECOME UNINTERPRETABLE. EARLY STUDIES OF CCAPUTER

PROGRAMMING IAVE SHOWN SUCH WIDE VARIATIONS IN INDIVIDUAL PERFORMANCE T6AT
ONE MIGHT SUSPECT THAT SUBJECTS DIFFERED IN THEIR INTERPRETATION OF THE TASk.
EXPFR14ENTS ARC REPORTED WHICH SHOW NOW PROGRAMMING PERFORMANCE CAN BE
STRONGLY INFLUENCED BY SLIGHT DIFFERENCES AN PERFORMING OBJECTIVES.
COMCLUSIONS ARE DRAWN FROM THESE RESULT' REGIPDING B'TH FUTURE
EXPERIMENTATION AND MANAGEMENT PRACTY;$ IN COMPUTER rROqAAAMING. (A)

SUBJCCtS !NSTRUCTED TO RAPIDLY PRODUCE A PROGRAM TOOK FEWER RUNS AND
PRODUCED MORE CORRECT, MORE MODIFIABLE, LESS EFFICIENT PROGRAMS THAN DID
SUBJECTS INSTRUCTED TO PRODUCE EFFICIENT PROGCrMS. THE FORMEk SUBJECTS ALSO
!AVE MUCH MORE CONSERVATIVE PRIOR ESTIMATES OF EXPECTED COMPLETION TIME AND
N11MBER OF RUNS. IN % SECOND STUDY, GROUPS OF PROGRAMMERS GIVEN THE SAME
PROGRAMMING TASK WIT11 DIFFCRENT OBJECTIVES (MINIMUM CORE, MINIMUM EXECUTION
TIME, OUTPUT READABILITY, I-ROGRAn READABILITY, MINIMUM STATEMENTS, MINIMUM
PROGRAMMING TIME) SUCCEEDED IN SATISFYING THOSE OBJECTIVES AT THE COST Oý
OTHERS. PROGRAMS WITH QEADABILITY OBJECTIVES WERE MOST READABLE, WHILE
PROGRAMS WITH EXZCUTION EFFICIENCY OBJECTIVES WERE JUDGED TO PRODUCE
UNACCEPTABLE, UNREADABLE OUTPUTS. (HOR)
8P, 6R.

443 S6rTWARE DEVELOPMENT
WEISS, D.M• THE MUDO REPORT: A CAaE STUDY OF NAVY SOFTWARE DEVELOPMENT
PRACT!CES (HRL REPORT 7909). WASHINGTON, D.C.: NAVAL RESEARCH LABORATORY, MAY
1975.
DESCRIPTION:

THE MUDD REPORT IS A STUDY OF NAVY SOFTWARE-DEVELOPMENT PRACTICES WHICH IS
BASED ON A SERIES OF INTERVIEWS WITH THOSE RESPONSIBLE FOR THE DEVELOPMENT

Of $'AVY SYSTEMS. ThE STUDY CHRONICLES THE DEVELOPMENT OF A FICTIONAL SYSTEM
WITO REQUIREMENTS TYPICAL OF NAVY TACTICAL SYSTEMS CURRENTLY OPERAT!ONAL
OR UNDER DEVELOPMENT. A HISTORY OF THE DECISIONS MADE DURING THE
DEVELOPMENT OF THE SYSTEM IS FIRST GIVEN. FOLLOWING THE HISTORY IS AN
ANALYSIS OF THE IMPACT OF SACH DECISION O THE SOFTWARE DEVELOPED FOR THF
SYSTEM A4 0D ON THE LIFE-CYCLE Of THE SOFTWARE. FINALLY, A SET O0
RECOMMENDATIONS FOR AVOIDING THE PITFALLS DESCRIBED IN THE REPORT IS GIVEN.
T4E PFCOMMENIATIONS ARE DESIGNED TO ASSIST NAVY PROGRAM MANAGERS qESPONSIBLEFAR SOFTWARE DEVELOP4ENT.

32P, OR.

461 PPnrRA4MING
WEISSMAN, L.. PSYCHOLOGICAL COMPLEXITY IN COMPUTER PROGRAMS: AN INITIAL
EXPERIMENT (TECHNICAL REPORT NO. CSRG-26). TORONTO, CANADA: UNI'JERSITY OF
TORONTO, COMPUTER SCIENCE RESEARCH GROUP, 1973.
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442 PROGRAMMING
WEISSMAN, L. PSYCHOLOGICAL COMPLEXITY OF COMPUTER PROGRAMS: AN EXPERIMENTAL
METHODOLOGY. SIGPLAN NOtICES, JUNE 1974, 9(6), 25-36.
DESCRIPTIOU:

IN ORDER TO REDUCE THE COMPLEXITY OF PROGRAMS, MANY IDEAS AND TECHNIQUES
HAVE BEEN EXPOUNDED. HOWEVER, NO QUANTITATIVE EVIDENCE HAS BE;, GIVEN
THAT THE QUALITY OF THE PROGRAMS HAS INDEED BEEN IMPROVED. WE BELIEVE
THAT EXPERIMENTAL STUDIES SHOULD BE PERFORMED TO MEASURE THOSE FACTORS
WH!CH MAKE PROGRAMS DIFFICULT TO UNDERSTAND AND MAINTAIN. THE FIRST S'iEP
IN SUCH RESEARCH IS TO ESTABLISH A SUITAB!.E EXPERIMENTAL METHODOLOGY.
THIS PAPER DESCRIBES A SERIES OF iXPERIMENTS WHICH HAVE BEEN CONDUCTED
WITH THE AIM OF ESTABLISHING SUCH A METHODOLOGY. (A)
1ZP, 2OR-

443 PROGRAM COMPLEXITY
WEISSMAN, L.K. A METHODOLOGY FOR STUDYING THE PSYCHOLOGICAL COMPLEXITY OF
COMPUTER PROGRAMS (TECHNICAL REPORT CSRG-37). TOROPTQ, ONTARIO, CANADA:
UNIVERSITY OF TORONTC, COMPUTER SYSTEMS RESEARCH GROUP, AUGUST 1974.
DESCR" TIPN:

THI. THESIS DEVELOPS A METHODOLOGY FOR EMPIRICALLY INVESTIGATING THE EFFECTS
OF VARIOUS FACTORS ON 74E PSYCHOLOGICAL COMPLEXITIES OF COMPUTER PROGRAPS.
THE SPECIFIC FACTORS INVESTIGATED ARE: USE OF COMMENTS., CONTROL FLOW,
PARAGRAPHING, CHOICE OF VARIABLE NAMES, AND LOCALITY O. DATA REFERENCES.
TEN EXPERIMENTS WERE PERFORMED AND BOTH OBJECTIVE AND SUBJECTIVE MEASURES OF
PERFORMANCE WERE COLLECTED. SIGNIFICANT RESULTS WERE OBTAINED FOR ALL FIVE
FACTORS STUDIED. POSSIBLE DIRECTIONS FOR FUTURE RESEARCH ARE SUGGESTED.
(MEA)
238P, 75R.

444 PROGRAMMING
WEISSMAN, L. EXPERIMENTAL METHODOLOGIES FOF STUDYING PROGRAMMING. PAPER
PRESENTED AT THE 6TH CONGRESS OF TRZ INTERNATIONAL ERGONOMICS ASSOCIATION,
UNIVERSITY OF MARYLAND, COLLEGE PARK, MARYLAND, 11-16 JULY 1976.
DESCRIPTION:

THE NEED FOR CLEAR, WELL-WhITTEN PROGRAMS IS NOW AN ACKNOWLEDGED FACT.
CONSEQUENTLY, MANY TECHNIQUES, MOST NOTASLY THOSE UNDER THE BANNEk OF
STRUCTUPED PROGRAMMING, HAVE BEEN PROPOSED FOR PRODUCING SUCH PROGRAMS.
TO0 FREQUENTLY, SUCH TECHNIQUES ARE PRESENTED WITHOUT ANY COJECTIVE EVIDENCE
THaT THEY ACTL'ALLY LEAD TO BETTER PROGRAMS. (A)

445 MAN-CO4PUTER DIALOGUE
JiIZENBAUM, J. A COMPUTER PROGRAM FOR THE STUDY OF NATURAL LANGUAGE
COMMUNICATION BETWEEN %AN AND MACHINE. CAMBRIDGE, MASSACHUSETTS: PASSACHUSETTS
INSTITUTE OF TECHNOLOGY, DEPARTMENT OF ELECTRICAL ENGINEERING, SEPTEMBER 1965.

446 PROGRAMMPING TOOLS AND STANDARD-
WHITTEN, D.E., & DEMAIhE, P.A.D. A MACHINE AND CONFIGURATION INDEPENDENT
FORTRAN: PORTABLE FORTRAN (PFORTR44). IEEE TRANSACTIONS ON SOFTWARE
ENGINEERING, 1975. SE-1, 111-124.
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447 BE1tAVIORAL MISCONCEPTIONS WHICH MAY LEAD TO INFERiOR SYSTEMS
WILCOX, R.H. BEHAVIORAL MISCONCEPTIONS FACING THE SOFTWARE ENGINEER.. IN J.T.
TOU (ED.), SOFTWARE ENGINEERING: COINS III (PROCEEDINGS OF THE THIRD SYMPOSIUM
ON COMPUTER AND INFORMATION SCIENCES HELD IN MIAMI BEACH, FLORIDA, DICEMBER
1969) (VOL. 2). NEW YORK: ACADEMIC PRESS, 1971, 285-287.
DESCRIPTION:

THIS ARTICLE BRIEFLY DISCUSSES A FEW MISCONCEPTIONS OF USER BEHAVIOR WHICH
MAY LEAD AN INFORMATION SYSTEM DESIGNER TO DELIVER AN INAPPROPRIATELY DE-
SIGNED SYS(EM. (HRR)
3P, OR,

448 AUTOMATIC PROGRAMMING
WILE, D., BALZEP, R., & GOLDMAN, N. AUTOMATED DERIVATION OF PROGRAM CONTROL
STRUCTURE FROM NATURAL LANGUAGE PROGRAM DESCRIPTIONS. IN PROCEEDINGS OF THE
ACM SYMPOSIUM ON ARTIFICIAL INTELLIGENCE AND PROGRAMMING LANGUAGES, SIGPLAN
NOTICES. AUGUST 1977, 1248), 77-84 (ALSO: SIGART NEWSLETTER, AUGUST 1977, NO.
64, 77-84).
DESCRIPTION:

THIS PAPER DESCRIBES A SYSTEM WHICH ORGANIZES A NATURAL LANGUAGE DESCRIPTION
OF A PROGRAM INTO A CONVENTIONAL PROGRAM CONTROL STRUCTURE, AS A PART OF A
LARGER SYSTEM FOR CONVERTING INFORMAL NATURAL LANGUAGE PROGRAM
SPECIFICATIONS INTO RUNNING PROGRAMS. ANALYSIS OF THE INPUT PROGRAM
FRAGMENTS USING A MODEL OF A HUMAN "READER" OF SPECIFICATIONS HAS BEEN FOUND
TO BE A VERY SUCCESSFUL ADJUNCT TO CONVENTIONAL "PLANNING" METHODOLOGIES.

NATURAL LANGUAGE DESCRIPTIONS OF PROGRAMS CAN FREQUENTLY BE CHARACTERIZED
AS "RUBBLE" -- A VERY LOOSELY ORGANIZED 'ET OF ALMOST INDEPENDENT DESCRIPTION
FRAGMENTS. SUCH SPECIFICATIONS ARE OFTEN Q'JITE ROBUST, DUE TO A LARGE
DEGREE OF REDUNDANCY; THEY ARE ALSO FREQUENTLY QUITE CONCISE, DUE TO
RELIANCE ON THE READERS' INNATE KNOWLEDGE AND THEIR KNOWLEDGE OF THE
APPLICATION DOMAIN. THiS PAPER DISCUSSES A PARAPIGM FOR STRUCTURING THE
PONTION OF "RUBBLE" PROGRAM DESCRIPTIONS WHICH MAPS INTO CONVENTIONAL
PROGRAMMING LANGUAGE CONTROL CONSTRUCTS AND DEFINITION FACILITIES.

IN ORDER TO FOCUS ON STRUCTURING NATURAL LANGUAGE, IT IS NECESSARY TO
INDICATE WHERE THIS MAPPING FITS IN THE BROADER SCHEME OF "UNDERSTANDING"
NATURAL LANGUAGE PROGRAM DESCRIPTIONS. THE RESEARCH DESCRIBED BELOW IS THE
BASIS FOR THE DESIGN OF AN INTERMEDIATE STAGE IN THE OPERATION OF THE SAFE
SYSTEM, A SYSTErt DESIGNED AND I1PLEMENTED AT ISI TO PRODUCE FORMAL.
OPERATIONý4L SPECIFICATIONS FOR PROGRAMS DESCRIBED IN NATURAL LANGUAGE. IN
PARTICULAR, A (PARENTHESIZED) NATURAL LANGUAGE DESCRIPTION OF A PROGRAM IS
GIVEN TO TVE SYSTEM -- A DESCRIPTION WHICH RETAINS MOST SEMANTIC AMBIGUITIES
OF NATURAL LANGUAGE, BUT WHICH AVOIDS ITS SYNTACTIC AMBIGUITIES. THE INPUT
FIRST GOES THROUGH A "DOMAIN ACQUISITION" PHASE WHICH ACQUIRES DOMAIN
KNOWLEDGE RELATING THE OBJECTS AND ACTIONS OF THE MODELLED WORLD. THE
"PLANNING PHASE", DESCRIBED HEREIN, IS THEN USED TO STRUCTURE THE INPUT INTO
A PROGRAM IN CONVENTIONAL TýRMS. FINALLY, A PHASE CONCERNED WITH THE
RESOLUTION OF FINE DETAILS -- ANAPHORIC REFERENCE, TYPE CONVERSION, AND SOME
SEQUENTIAL STRUCTURE RESOLUTION -- IS USED TO PRODUCE THE FINAL PROGRAM. THE
RESPECTIVE PHASES DEAL IN TURN WITH THE DATA AND OPERATION STRUCTURE, THE
PROGRAM DEFINIfION AND CONTROL STRUCTURE, AND THE PROGRAM VARIABLE AND
PARAMETER STRUCTURE.

THE SAFE SYSTEM MAKES OPERATIONAL SPECIFICATIONS MORE PRECISE BY FILLING
IN THOSE DETAILS THAT WERE SURPRESSED FROK THE SPECIFICATION BECAUSE THEY
wERE DEEMED INFERABLE BY AN "INTELLIGENT READER". THESE SPECIFICATIONS MUST
BE OPERATIONAL, SPECIFYING INFORMALLY AND AT A HIGH LEVEL, HOW SONRTHlNG
IS TG BE DONE, NOT MERELY WHAT 'UST BE ACH1EVED. THIS REQUIREMENT ENABLES
THE CORRESPONDING FORMAL PROGRA' TO BE CONSTRUCTED wITHOUT ANY DEEP PROULEM
SOLVING ACTIVITY BY RESOLVING THE AMBIGUITIES CONTAINED OF PROGRAM WELL-
FORMEDNESS RULES AND THE CONSTRAINTS OF IHE APPLICATION DOMAIN. WHEN AN
AMBIGUITY CANNOT BE RESOLVED BY THE SYSTEM, IT ASKS THE USER WHICH
INTERPRETATION IS INTENDED. (A)
RP, 7R.

A
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440 SOFTWARE ENGLNEERING
WILKES, M.X. SOFTWARE ENGINEERING AND STRUCTURED PROGRAMMING. IEEE
TRANSACTIONS ON SOFTWARE ENGINEERING, 1976. SE-2, 274-276.
DESCRIPTION:

ThIS PAPER\DISCUSSES THE REQUIREMENTS OF PROGRAMMERS WORKING IN VARYING
ENVIRONMENT IN RELATION TO SOFTWARE ENGINEERING, STRUCTURED rROGRAMMING,
AND PROGRAMVERIFICATIONS. (A)
3P, IR.

450 PROGRAMMING LANGUAGES
WILLIAMS, M.H. A NOTE ON THE AfqBCGUI7Y OF THE COMMOP STATEMENT. SIGFLAN
NOTICES, NOVEMBER 1975, 10(11), 38-40.
DESCRIPTION:

THE MAIN REASON THAT USE OF THE COMMON STATEMENT FREQUENTLY LEADS TO ERRORS
IS THAT THIS STATEMENT Is USED FOR THREE DIFFERENT PURPOSES. THIS AMBIGUITY
MAKES IT DIFFICULT TO UNDERSTANO WHAT PURPOSE WAS INTENDED BY A PROGRAMMIR.
IT IS SUGGESTEO THAT THREE SEPARAYE STATEMENTS BE CREATED TO HANDLE THESIE
THREE FUNCTIONS. (MEA)
3P, 3R.

451 AUTOMATIC PROGRAMMING
WILLIAMS, M.H. A QUESTION-ANSWERING SYSTEM FOR AUTOMATIC PROGRAM SYNTHESIS.
SIGPLAN NOTICES, JULY 1976, 11 (7), 63-68.

452 SOFTWARE RELIABILITY
WILLIAMS, R.D. MANAGING THE AEVELOPMENT OF RELIABLE SOFTWARE. IN PROCEEDINGS
OF THE INTERNATIONAL CONFERENCE ON RELIABLE SOFTWARE. SIGPLAN NOTICES, JUNE
1975, 10(6), 3-8.

453 COMPUYER GRA0DIICS
WILLIA'li, R., 9 GIDDINGS, G.M. A PICTURE-BUILDING SYSTEM. IEEE TRANSACT!ONS
O0 SuFTWARE ENGINEERING, 1976, SE-2. 62-66.

454 COMPUTER PERSONNEL TURNOVER
WILLOUGHBY, T.C. COMPUTING PERSONNEL TURNOVER: A REVIEW OF 7HE LITERATURE.
COMPUTER PERSONNEL, 19,7, 7(1-2)., 11-13.
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455 PROGRAMMING LANGUAGE
WIRTH, N. ON CERTAIN BASIC CONCEPTS OF PROGRAMMING LANGUAGES (TECHNICAL REPORT
NO. CS 65). STANFORD, CALIFORNIA: STANFORD UNIVE"SITY, COMPUTER SCIENCE
DEPARTMENT, MAY 1967. (NTIS NO. PB 176767)
DESCRIPTION:

RECENT DEVELOPMENT OF PROGRAMMING LANGUAGES HAVE LED TO THE EMERGENCE OF
LANGUAGES WHOSE GROWTH SHOWED CANCEROUS SYMPTOIS: THE PROLIFERATION OF NEW
ELEMENTS DEFIED EVERY CONTROL EXERCISED BY THE DESIGNERS, AND THE NATURE OF
THE NEW CELLS OFTEN PROVED TO BE INCOMPATIBLE WITH THE EXISTING BODY. IN
ORDER THAT A LANGUAGC BE FREE FROM SUCH SYMPTOMS, IV IS FFCESSARY THAT IT
BE BUILT UPON BASIC CONCEPTS WHICH ARE SOUND AND MUTUALLY INDEPENDENT.
THE RULES GOVERNING THE LANGUAGE MUST BE SIkLE, CENERALLY APPLICABLE, AND
CONSISTENT.

7N PRACTICE, IT TURNS OUT THAT THERE EXISTS AN OPTIMUM IN 7HE NUMBER OF
BASIC CONCEPTS, BELOW WHICH NOT ONLY IMPLEMENTABILITY OF THESE CONCEPTS
ON ACTUAL CMPUTERS, BUT ALSO THEIR APPEAL TO HUMAN INTUITION BECOMES
QUESTIONABLU BECAUSE OF THEIR HIGH DEGREE OF GENERALIZATION. THE FOLLOWING
INFORMAL NOTES DO NOT ABOUND WITH READY-MADE SOLUTIONS, BUT IT IS HOPED
THEY SHED SOME LIGHT ON SEVERAL RELATED SUBJECTS AND INHERENT DIFFICULTIES.
THEY ARE INTENDED TO SUMMARIZE AND INTERRELATE VARIOUS IDEAS WHICH ARE
PARTLY PRESENT IN EXISTING LANGUAGES AND PARTLY NEW. (A, ABBR.)
33P, 6R.

456 STEPWISE REFINEkENT
WIRTH, N., PROGRAM DEVELOPMENT BY STEPWISE REFINEMENT. COMMUNICATIONS OF THE
ACM, 1271, 14, 221-227.
DEECRIF ION:

THE CREATIVE ACTIVITY OF PROGRAMMING -- TO BE DISTINGUISHED FROM CODING -- IS
USUALLY TAUGHT BY EXARPLES $ERVING TO EXHIBIT CERTAIN TECHNIQUES. IT IS HERE

'"CONSIDERED AS A SEQUENCE OF DESIGN DECISIONS CONCERNING THE DECOMPOSITION
OF TASKS INTO SUBTASKS AND OF DATA INTO DATA STRUCTURES. THE PROCESS OF
SUCCESSIVE REFINEMENT OF SPECIFICATIONS IS ILLUSTRATED BY A SHORT, BUT
NONTRIVIAL EXAMPLE, FROM WHICH A NUMBER OF CONCLUSIONS ARE DRAWN REGARDING
THE ART AND THE INSTRUCTION OF PROGRAMMING. (A)

THE EXAMPLE FOLLOWED THROUGH BY THIS ARTICLý. ILLUSTRATES IN ITS OWN RIGHT
A NUMBER OF USEFUL TECHNIQUES IN PROBLEM SOLVING, SINCE THE EXAMPLE IS
A PUZZLE INVOLVING SEARCH THROUGH A LARGE SPACE. THE PROBLEM IS ONLY
PROGRAMMABLE WHEN A METHOD IS FOUND THAT NARROWS THE SPACE SUFFICIENTLY TO
GET ACCEPTABLE COMPUTER TIMES. (GDC)

457 SYSTEMATIC PROGRAMMING
WIRTH, N. SYSTEMATIC PROGRAMMING: AN INTRODUCTION. ENGLEWOOD CLIFFS, N. J.:
PRENTICE-HALL. 1973.
DESCRIPTION:

THE PURPOSE OF ) tS TEXT IS TO TEACH THE SYSTEMATIC CONSTRUCTION OF
ALGORITHMS AS A 1-^RT OF A BASIC MATHEMATICAL TRAINING. IT DOFS THIS
PRIMARILY THROUGH PROGRAMMING EXAMPLES. THE NOTIONS OF A TOP-DOWN APPROACH
ARE ESPOUSED, USING STEPWISE REFINEMENT OF THE PROGRAM DESIGN. THE
ORIENTATION OF THE BOOK IS NUMERICAL COMPUTATIONS, RATHER THAN LEXICAL,
PROCESS CONTROL. COMMERCIAL TRANSACTION PROCESSING, AND SO FORTH. THE
DEFINITION OF PASCAL IS GIVEN AND EXAMPLES IN THE BOOK USE BOTH PASCAL
STATEMENTS AND FLOWCHARTS. CGDC)
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458 STRUCTURED PROGRAMMING
WIRTH, N. ON THE COMPOSITION OF WELL STRUCTURED PROGRAMS. COMPUTING SURVEYS,
1974, 6, 247-259.
DESCRIPTION:

A PROFESSIONAL PROGRAMMER'S KNOW-HOW USED TG CONSIST OF THE MASTERY OF A SET
OF TECHNIQUES APPLICABLE TO SPECIFIC PROBLEMS AND TO SOME SPECIFIC COMPUTER.
WITH THE INCREASE OF COMPUTER POWER, THE PROGRAMMERS' TASKS GREW MORE
COMPLEX, AND HENCE, THE NEED FOR A SYSTEMATIC APPROACH.BECAME EVIDENT.
RECENTLY, THE SUBJECT OF PROGRAMMING METHOUS, GENERALLY APFLICABLE RULES
AND PATTERNS OF DEVELOPMENT, RECEIVED CONSIDERABLE ATTENTION. -STRUCTURED
PROGRAMMING" IS THE FORMULATION OF PROGRAMS AS HIERARCHICAL, NESTED
STRUCTURES OF STATEMENTS AND OBJECTS OF COMPUTATION. WE GIVE BRIEF EXAMPLES
OF STRUCTURE: PROGRAMS, 3HOW THE ESSENCE OF THIS APPROACH, DISCUSS ITS
RELATIONSHIP WITH PROGRAM VERIFICATION, AND COMMENT ON THE ROLE OF
STRUCTURED LA4GUAGES. (A)
13P, 13R.

459 PROGPAMMING LANGUAGES
WIRTH, Ný AN ASSESSMENT OF THE PROGRAMMING LANGUAGE PASCAL. IEEE
TRANSACTIONS ON SOFTWARE ENGINEERING, 1975, SE-1, 192-198.

460 SOFTWARE ENGINEERING
WITT, J. THE COLUMBUS APPROACH. IEEE TRANSACTIONS ON SOFTWARE ENGINEERING,
1975, SE-1, 358-363.

461 PROGRAMMER APTITUDE TEST
WOLFE, J.M. AN YNTERIM VALIDATION REPORT ON THE WOLFE PROGRAPMING APTITUDE TEST
(EXPERIMENTAL FORH S). COMPUTER PERSONNEL, 1977, 6(1-2), 9-11.

462 C3MPUTER PERSONNEL TURNOVER
WOLFE, J.M. PERSONNEL TURNOVER RATES. COMPUTER PERSONNEL, 1977, 7(3), 6.

463 SYSTEMS ANALYSIS APTITUDE TEST
WOLFE, J.M. A VALIDATION REPORT ON THE WOLFE SYSTEMS ANALYSIS APTITUDE TEST
(EXPERIMENTAL FORM 83). COMPUTER PERSONNEL, 1977, 6(1-2), 11-12.
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464 SOFTWARE COSTS
WOLVERTON, R.W. THE COST 'jF DEVELOPING LARGE-SCALE SOFTWARE. IEEE
TRANSACTIONS ON COMPUTERS, 1974, C-23, 615-636.
DESCRIPTION:

THE WORK OF SOFTWARE COST FORECASTING FALLS INTO TWO PARTS. FIRST, WE MAKE
WHAT WE CALL STRUCTURAL FORECASTS, AND THEN WE CALCULATE THE ABSOLUTE
DOLLAR-VOLUME FORECASTS. STRUCTURAL FORECASTS DESCRIBE THE TECHNOLOGY AND
FUOiCTION OF A SOFTWARE PROJECT, BUT NOT ITS SIZE. WE ALLOCATE RESOURCES
(COSTS) OVER THE PROJECT'S LIFE CYCLE FROM THE STRUCTURAL FORECASTS.
JUDGMENT, TECHNICAL KNOWLEDGE, AND ECONOMETRIC RESEARCH SHOULD COMBINE IN
MAKING THE STRUCTURAL FORECASTS. A METHODOLOGY BASED ON A 25 X 7 STRUCTURAL
FORECAST MATRIX THAT HAS BEEN USED BY TRW WITH GOOD RESULTS OVER THE PAST
FEW YEARS IS PRESENTED IN THIS PAPER. WIfH THE STRUCTURAL FORECAST IN HAND,
WE GO ON TO CALCULATE THE ABSOLUTE DOLLAR-VOLUME FORECASTS. THE GENERAL
LOGIC FOLLOWED IN "ABSOLUTE" COST ESTiMATING CAN BE BASED ON EITHER A RENTAL
PROCESS AR AN EXPLICIT ALGORITHM. A COST ESTIMATING ALGORITHM IS PRESENTED
AND FIVE TRADITIONAL METHODS OF SOFTWARE COST FORECASTING ARE DESCRIBED:
TOP-DOWN ESTIMATING, SIMILARITIES AND DIFFERENCES ESTIMATING, STANDARDS
ESTIMATING, AND BOTTO!R-UP ESTIMATING. ALL FORECASTING METHODS SUFFER
FROM TIE NEED FOR A VALID COST DATA BASE FOR MANY ESTIMATING SITUATIONS,
SOFTWARE INFORMATION ELEMENTS THAT EXPERIENCE HAS SHOWN TO BE USEFUL IN
ESTABL'SHZNG SUCH A DATA BASE ARE GIVEN IN THE BODY OF THE PAPER. MAJOR
PRICINb PITFALLS ARE IDENTIFIED. TWO CASE STUDIES ARE PRESENTED THAT
ILLUSTRATE THE SOFTWARE COST FORECASTING METHODOLOGY AND HISTORICAL RESULTS.
TOPICS FOR FURTHER WORK AND STUDY ARE SUGGESTED. (A)

465 PROGRAMMING
WOODGER, M. ON SEMANTIC LEVELS IN PROGRAMMING. INFORMATION PROCESSING 71,
NORTH HOLLAND, AMSTERDAM, 1972.

466 NEED FOR ACHIEVEMENT AMONG COMPUTER PERSONNEL
WOODRUFF, C.K. THE NEED FOR ACHIEVEMENT AMONG DATA PROCESSING PERSONNEL: AN
EMPIRICAL STUDY. COMPUTER PERSONNEL, 1978, 7(4).

467 COMPUTER PERSONNEL JOB SATISFACTION
WOODRUFF, C.K. JOB SATISFACTION OF DATA PROCESSING PERSONNEL. COMPUTER
PERSONNEL, 1978, 7(4).

468 PROGRAMMING
WULF, W. PROGRAMMING METHODOLOGY, REPORT OF WORKSHOP 3, PROCEEDINGS OF A
SYMPOSIUM ON THE HIGH COST OF SOFTWARE, MONTEREY, CALIFORNIA, SEPTEMBER 1973.

469 ULtUT TOLERANCE

WULF, W.A. RELIABLE HARDWARE/SOFTWARE ARCHITECTURE. IEEE TRANSACTIONS ON
SOFTWARE ENGINEERING, 1975, SE-1, 233-240.
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470 PROGRAM VERIFICATION
YELOWITZ, L., & DUNCAN, A.G. ABSTRACTIONS, INSTANTIATIONS, AND PROOFS OF

MARKING ALGORITHMS. TN PROCEEDINGS OF T~iE ACM SYMPOSIUM ON ARTIFICIAL
INTELLIGENCE AND PROG61AMMING LANGUAGES, SIGPLAN NOTICES, AUGUST 1977, 12(d),
13-21 (ALSO SIGART NEWSLETTER, AUGUST 1977, NO. 64, 1--21).

"DESCRIPTION:
k DETAILED LOOK IS TAKEN AT THE PROBLEM OF FACTORING PROGRAM PROOFS INTO A
PROOF OF THE UNDERLYING ALGORITHM, FOLLOWED BY A PROO" OF CORRECT
IMPLEMENTATION OF ABSTRACT VARIABLES AT THE CONCRETE LEVEL. WE DO THIS
CONSIDERING FOUR DIFFERENT CONCRETE 'MARKING' ALGORITHMS AND FORMULATING
A SINGLE ABSTRACT ALGORITHM AND SET OF ABSTRACT SPECIFICATIONS THAT CAN
BE INSTANTIATED TO EACH 0, THE FOUR CONCRETE CASES. AN 2NTERKEDIATE
ASSERTION, AS WELL AS SUFFICIENT CONDITIONS FOR CORRECT INITIALIZATION,
INVARIANCE, AND CORRECTNESS AT TERMINATION ARE GIVEN AT THE ABSTRACT LEVEL.
PROOFS AT THE CONCRETE LEVEL ARE THEN GIVEN BY EXHIBITING APPROPRIATE
MAPPING FUNCTIONS (FROM THE CONCRETE STATE VECTOR TO THE ABSTRACT
VARIABLES), AND SHOWING THAT THE SUFFICIENT CONDITIONS ARE TRUE. PROOFS
OF TERMINATION ARE GIVEN BY INSTANTIATING 'TERMINATION SCHEMAS1. (A)
9P, 13R.

471 GENERAL
YNTEMA, D.B. THE SOFTWARE PROBLEM (TECHNICAL REPORT NO. 1964-5).
CAMBRIDGE, MASSACHUSETTS: MASSACHUSETIS INSTITUTE OF TECHNOLOGY, LINCOLN
LABORATORY, SEPTEMBER 1964.

472 PROGRAMMING PRACTICES
YOHE, J.M. AN OVERVIEW OF PROGRAMMING PRACTICES. COMPUTING S9JRVEYS, 1974, 6,
221-245.
DESCRIPTION:

THE PURPOSE OF THIS PAPER IS TO INDICATE S0METHING OF THE NATURE OF "GOOD
FROGRAMMING." IN THIS CONTEXT, PROGRAMMING IS TAKEN TO MEAN THE ENTIRE
PROCESS OF COMMUNICATION BETWEEN HUMANS AND COMPUTERS. THE PROGRAMMING
PROCESS IS SUBDIVIDED INTO NINE. TASKS, AND AN ELEMENTARY DISCUSSION OF EACH
OF THESE TASKS*IS PRESENTED. ALTHOUGH THE PAPER IS PRIMARILY DIRECTED TO
THE STUDENT OR NOVICE PROGRAMMER, MORE EXPERIENCED PEOPLE MAY FIND IT A
WORTHWHILF AID IN CODIFYING OR REINFORCING THEIR EXPERIENCE. (A)
25P, 41R.

473 PROGRAMMING ERRORS
YOUNGS, E.A. ERROR-PRONENESS IN PROGRAMMING (UNPUBLISHED DOCTORAL DISSERTATION
TION, UNIVERSITY OF NORTH CAROLINA). 1970.
DESCRIPTION:

AN EXPERIMENT WAS CONDUCTED TO EXAMINE THE TYPES AND FREQUENCIES OF ERRORS
MADE BY BEGINNING AND EXPERIENCED PROGRAMMERS USING COBOL, ALGOL, PL/1,
FORTRAN, AND BASIC. SUGGESTIONS ARE MADE FOR IMPROVEMENTS IN PROGRAMMING
LANGUAGES AND COMPILERS. PERHAPS THE MOST IMPORTANT CONTRIBUTION OF THIS
PAPER IS TO StIGGEST TECHNIQUES AND CONCEPTS FOR THE QUANTITATIVE STUDY OF
PROGRAM DEVELOPMENT. (MEA)
153P, 19R.
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474 PROGRAMMING ERRORS
YOUNGS, E.A. HUMAN ERRORS IN PROGRAMMING. INTERNATIONAL JOURNAL OF
MAN-MACHINE STUDIES, 1974, 6, 361-376.
DESCRIPTION:

THIS f(UrY ATTEMPTS TO SYSTEMATIZE THE DESCRIPTION OF THE ERRORS THAT
PROGRAMMERS MAKE. BY COLLECTING PROTOCOL DATA FROM 42 PROGRAMMERS, SOME
INSIGHTS CONCERNING THE RELATIVE IMPORTANCE OF VARIOUS PROGRAMMING ERRORS ARE
ACHIEVED. THESE INSIGHTS ARE INTERPRETED IN TERMS OF PROGRAMMER EXPERIENCE
AND THE DESIGN AND REDESIGN OF GENERAL PURPOSE, COPPILER-TYPE PROGRAMMING
LANGUAGES. (A)
16P, 6R.

475 SOFTWARE DESIGN
YOURDON, E., & CONSTANTINE, L.L. STRUCTURED DESIGN. NEW YORK: YOURDON,
INC., 1975.

476 ERROR DETECTION
ZELKOWITZ, M.V., MCMULLEN, P.R., MERKEL, K.R., & LARSEN, H.J. ERROR CHECKING
WITH POINTER VARIABLES. IN ACK '76: PROCEEDINGS OF THE~ ANNUAL CONFERENCE.
NEW YORK, NEW YORK: ASSOCIATION FOR COMPUTING MACHINERY, 1976, 391-395.

"477 SOFTWARE PHYSICS
ZISLIS, P. AN EXPERIMENT IN ALGORITHM IMPLEMENTATION (TECHNICAL REPORT NO.
CSD-TR-96). LAFAYETTE, INDIANA: PURDUE UNIVERSITY, DEPARTMENT OF COMPUTER
SCIENCE, 1973.
DESCRIPTION:

PRESENTED VARIOUS MEASURES (E.G., SPECIFICATION TIMES, TIMING BREAKDOWNS
FOR CODED PROGRAMS, AND SOFTWARE PHYSICS PARAMETERS) FOR 12 ALGORITHMS
FROM CACM. DATA ISSUED IN A LETTER PAPER BY HALSTEAD AND ZISLIS (TECHNICAL
REPORT CSD-TR-97). (0)
1IP, OR.

478 SOFTWAPE PHYSICS
ZWEBEN, S.H. SOFTWARE PHYSICS: RESOLUTION OF AN AMBIGUITY IN THE COUNTING
PROCEDURE (TECHNICAL REPORT NO. CSD-TR-93). LAFAYETTE, INDIANA: PURDUE
UNIVERSITY, DEPARTMENT OF COMPUTER SCIENCE, UNDATED.
DESCRIPTION:

THIS PAPER ATTEMPTS TO SHOW WHY THE COMMA SHOULD BE TREATED AS A SEPARATE
OPERATOR. (0)
7P, 4R.
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